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A two-dimensional quantum Hall system is studied for a wide class of potentials
including single-body random potentials and repulsive electron—electron interac-
tions. We assume that there exists a nonzero excitation gap above the ground
state(s), and then the conductance is derived from the linear perturbation theory
with a sufficiently weak electric field. Under these two assumptions, we prove
that the Hall conductance o,, and the diagonal conductance o, satisfy
|4, + e*v/h| <const-L~'? and |o,,| <const-L~'% Here ¢*/h is the universal
conductance with the charge —e of the electron and the Planck constant /; v is
the filling factor of the Landau level; and L is the linear dimension of the
system. In the thermodynamic limit, our results show a,,= —e?v/h and a,,=0.
The former implies that integral and fractional filling factors v with a gap lead
to, respectively, integral and fractional quantizations of the Hall conductance.

KEY WORDS: Integral quantum Hall effect; fractional quantum Hall effect;
Hall conductance; Landau Hamiltonian; random potential; electron—electron
interaction.

1. INTRODUCTION

The quantum Hall effect? is one of the most remarkable phenomena dis-
covered in solid state physics. The effect is observed in two-dimensional
electrons gases subjected to a uniform perpendicular magnetic field. Experi-
mentally, such systems are realized at interfaces in semiconductors. The
first experiments of the resistivity in a two-dimensional electron system in
a magnetic field were performed by Kawaji, Igarashi and Wakabayashi‘®
and Igarashi, Wakabayashi and Kawaji’® in 1975. Unfortunately the
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quality of the samples in their early experiments® had not reached the stage
where plateaus of finite width for the Hall resistivity could be obtained. In
the same 1975, Ando, Matsumoto and Uemura” also were studying a
two-dimensional electron system with disorder in a magnetic field, and
theoretically predicted some aspects of the quantum Hall effect. However,
they did not expect that the Hall resistivity of the plateaus is almost
precisely quantized.

Soon after these studies, the integral quantum Hall effect was dis-
covered,®® and the fractional quantum Hall effect was subsequently dis-
covered.'% ) Most aspects of the integral quantum Hall effect may be
understood with an essentially single electron description, in which elec-
tron—electron interactions play only a secondary role. Actually early
theoretical works(!% 413 for explaining the integral quantum Hall effect
were done along this line. In particular, a smashing idea of a topological
invariant* for the conductance was introduced by Thouless, Kohmoto,
Nightingale and den Nijs'¥ and Kohmoto."> After their article, there
appeared many variants(!2% of their argument. In particular, some of the
arguments were extended to a quantum Hall system with electron—electron
interactions.!”-2®) However, the results always show an integral quantization
of the Hall conductance without ad hoc assumptions.!'” It is questionable
that the fractional quantization of the Hall conductance can be understood
with a topological invariant of the Hall conductance.

For giving an explanation of the fractional quantum Hall effect, the
difficulty comes from the fact that the electron—electron interaction is essen-
tial to this phenomenon. In order to overcome the difficulty, it is necessary
to clarify the nature of the ground state(s) and of the low energy excita-
tions for a strongly interacting electrons gas in a uniform magnetic field.
For such a system, there appeared many approximate theories, trial func-
tions for the ground state(s), perturbative approaches, mean field approxi-
mations, numerical analysis, etc.?"’ However, the quantum Hall effect, in
particular, the fractional quantization of the Hall conductance plateaus, is
still not explained theoretically with a model of an interacting electrons gas
in a uniform magnetic field.

In this paper, we consider a two-dimensional electrons gas in a
uniform magnetic field with disorder and electron—electron interactions.
The model is defined on an L, x L, rectangular box with periodic bound-
ary conditions. The explicit form of the Hamiltonian is given by (2.1) in

3 See also experiments.(®

4“We should remark that Dubrovin and Novikov!® preceded the article'® and found
a topologically nontrivial vector bundle and a topological invariant in a two-dimensional
periodic Schrodinger operator with a magnetic field, although they did not treat the
conductance.
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Section 2. We assume the existence of a non-zero excitation gap above the
ground state(s). The existence of a gap is believed to be essential to the
fractional quantization of the Hall conductance. Further we assume that an
applied electric field to induce a Hall current is sufficiently weak so that the
conductance is derived as the linear response coefficients from the linear
perturbation theory. Under these two assumptions, we proved that the Hall
conductance o,, and the diagonal conductance o, satisfy

2

e
Oyt <const- LY L7
(1.1)
5/24 § —7/24
|o,,| <const- L3> L7

Here v is the filling factor of the Landau level, and e?/k is the universal
conductance with the charge —e of electron and the Planck constant 4. In
particular,

2

axy—i—%v <const-L~12
(1.2)
lo,,| <const-L~"**  for L,=L,=L
Clearly we have
62
axy=—zv, g,,=0 (1.3)

in the thermodynamic limit L — +oo. In the next Section 2, the precise
statements of these results and the precise definitions of the conductance
0.y, 0y, and of the filling factor v will be given in a mathematically rigorous
manner, and we will see that our results are justified for a wide class of
potentials which includes single-body potentials with disorder and repulsive
electron—electron interactions decaying by a power law. But the class does
not include the standard Coulomb interaction proportional to 1/r, where r
is the distance between two electrons.

A reader may think that the finite-size corrections in the upper bounds
of (1.2) are too large in comparison to the precision of the experimentally
measured conductance. Actually the true finite-size corrections are expected
to be exponentially small as in ref. 22. But it is very hard to prove the
corresponding statement in a mathematically rigorous manner.

Having the result (1.1) in mind, let us discuss which filling factor v
leads to a spectral gap above the ground state(s). For this purpose, we
briefly state a result of our separate paper.*® In the paper, we treated a
two-dimensional quantum Hall system with electron—electron interactions
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and without disorder. The model is defined on an infinitely long strip with
a large width, and the Hilbert space is restricted to the lowest (7, + 1)
Landau levels with a large integer n,.. The explicit form of the
Hamiltonian is given in Section 2. In the infinite volume, we assumed the
absence of non-translationally invariant infinite-volume ground state. Then
we obtained the following result:*®

o If a pure infinite-volume ground state has a non-zero excitation gap,
then the filling factor v must be equal to a rational number.’

Although we have considered the system without disorder, we can
expect that, for the presence of weak disorder, the gap persists against the
disorder. In this situation with the weak disorder, we get a rational quan-
tization of the Hall conductance

v with a rational filling v (1.4)

and the vanishing diagonal conductance

g,,=0 (1.5)
from the result (1.1). Further, in order to discuss the appearance of the
Hall conductance plateaus, we change the filling factor v slightly from the
above rational value. Then, if the electrons of low energy excitations do not
contribute to the current flow owing to the disorder, we can expect that the
rationally quantized value of the Hall conductance o,, remains constant,
i.e., there appears a plateau of the Hall conductance, with the vanishing
diagonal conductance. The appearance of such a plateau will be discussed
in relation to localization of wavefunctions in another separate paper.®*
This paper is organized as follows: In Section 2, we give the precise
definition of the model and describe our main theorems in a mathemati-
cally rigorous manner. As preliminaries for the proofs of our theorems, we
briefly review the eigenvalue problem of the single-electron Landau
Hamiltonian and treat the Landau Hamiltonian with an electric field in
Section 3. In Section 4, we discuss the relation between the electric poten-
tial of the present paper and the standard time-dependent vector potential.
In Section 5, we calculate the current density by using the Rayleigh—
Schrodinger perturbation theories with a sufficiently weak electric field, and
give the proofs of our main theorems. For the convenience of readers,
Appendices A-H are devoted to technical estimates and calculations of

SIn ref. 23, we also gave a phenomenological explanation for the reason why odd
denominators of filling factions giving the quantized Hall conductance, are favored exclusively.
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matrix elements appeared in our representation of the conductivities
(conductance).

2. THE MODEL AND THE MAIN RESULTS

We study a two-dimensional interacting N electrons system with a dis-
order potential ¥, in a uniform magnetic field (0, 0, B) perpendicular to
the x — y plane in which the electrons are confined, and in an electric field
(0, F, 0) oriented along the y axis. For simplicity we assume that the elec-
trons do not have spin degrees of freedom, although we can treat a quan-
tum Hall system with spin degrees of freedom or with multiple layers in the
same way. The Hamiltonian we consider in this paper is given by

(N) 2 2
H, _j§1 m, (Px. j—€By;+ 4y) +2me Py it Volr))
N
+ X U(Z)(xi_xjs yi—y;)+ Y eFy; Py, ; (2.1)
1<i<j<N j=1

where —e and m, are, respectively, the charge of electron and the mass of
electron, and 4, is a real gauge parameter; r;=(x;, y;) is the jth Cartesian
coordinate of the N electrons. As usual, we define

0 0
— ik d = —ih— 2.2
Dx. i 8xj’ an Dy, i ayj (2.2)

with the Planck constant 7. The system is defined on a rectangular box
S:=[—L,/2,L./21x[—L,/2,L,/2] (2.3)

with periodic boundary conditions. We have introduced a projection
operator Py, ; so that the electrons near boundaries y= 4+ L,/2 do not
feel the infinitely strong electric fields at the boundaries. Since the projec-
tion (1 — P,y ;) acts on a wavefunction at only a neighborhood of the
boundaries, we can expect that the effect of the projection is negligible® in
the thermodynamic limit L, — + co. In Section 3.2, we will give the precise
definition of Py, ;, and show that the corresponding electric field is con-
stant except for the neighborhood of the boundaries. In Section 4, we will
discuss the relation between the regularized electric potential and the
standard time-dependent vector potential. The latter yields the constant
electric field on the whole torus.

1t is very difficult to give a proof for the statement that the boundary effect is negligible. In
fact, we still cannot prove the claim.



388 Koma

We assume that the single-body potential V/, with disorder satisfies
the following conditions: periodic boundary conditions

Vo(x+ Ly, y)=Vo(x, y+L,)=Vy(x, ) (2.4)
and
[V, < V<o (2.5)

where ¥V, is a positive constant which is independent of the linear dimen-
sions L,, L, of the system. The potential V', consists of a random part V73"
and a regular part W as

VX, y) =V ER(x, y) + W(x) (2.6)
The regular part W is a function of x only such that W satisfies
W(x+L,)=W(x)=W(—x) (2.7)

A simple example of W is given by’

2
W(x)= W, cos kx with K=L—nn, neZ (2.8)

P

where W, is a real constant.
The electron—electron interaction U?® satisfies

UP(—x, —p)=UPA(x, y) (29)
We impose periodic boundary conditions as
UP(x+L,, y)=UP(x, y+L,)=U(x, y) (2.10)

We assume that U@ is two times continuously differentiable on R?, and
satisfies

L LI
<aUP(x, y) for any (x, y)eR? (2.11)

" The question of the applicability of our method to a quantum Hall system with a periodic
potential was brought to the author by Mahito Kohmoto. Thus we have partially answered
his question, although we still cannot treat a periodic potential modulating in both x and
y directions.
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with a positive constant o which is independent of the linear dimensions
L,, L, of the system. Further we assume that

UP(x, y) < Up{ 1+ [dist(x, y)/ro]*} ~7>

with Uy>0, y>2, ry>0 (2.12)
where the distance is given by
dist(x, y) :=/min{|x —mL_|?} +min{|y —nL,|?} (2.13)
meZ neZ

A simple example of U‘® satisfying these conditions is

U .
U(Z)(X, y):W;)z]Wz with y>2 (214)
0

where U, and r, are positive constants, and

LN ., ¢ LN\ . ,=
=_[|—=) sin®*— —£ ] sin®— 2.15
r \/<n>sm Lxx+<n>smLy ( )

Y

In_the limit L,, L,— o, we have the usual Euclidean distance r=
VX242

We take L,L,=2rnM/ 2 with a sufficiently large positive integer M.
Here /5 is the so-called magnetic length defined as /5 :=./A/eB. The num-
ber M is equal to the number of the states in a single Landau level of the
single-electron Hamiltonian in the uniform magnetic field with no single-
body potential, and with no electric field. For simplicity, we take M even.
We define the filling factor v as v=N/M. We assume v <v,, where v, is a
positive constant which is independent of L,, L,, N. The condition L, L,
=2nM/(% for L,, L, is convenient for imposing the following periodic
boundary conditions: For an N electrons wavefunction @), we impose
periodic boundary conditions

1YLy @M(r), gy Ty) = PNV (ry, 15, Ty) for j=1,2,..N
(2.16)

and

19(L,) @M(r), g,y 1) = PNV (1, 15, 1) for j=1,2,.,N
(2.17)
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Here t®)(...) and (... ) are magnetic translation operators'® defined
as

(99x") flx, y)=f(x =X, y)
t(y") fx, y) =exp[iy'x/( 5] f(x, y—)')

for a function f on R?, and a subscript j of an operator indicates that the
operator acts on the jth coordinate of a function.® The range of x’ and )’
are given by (see Section 3.1)

(2.18)

x'=mdx with meZ, and y' =ndy with neZ (2.19)
where the minimal units of the translations are given by

h 1 h 1

Ax :=——, d Ay i=——
Y e, M YTeBL,

(2.20)

For a given random potential V,,, we define a set of random potentials as

Q(w) 1= 2% (w) L Q%(w) (2.21)
with
.-
QT(w):{w' V(% 1) = Vo, y— 3o, y0=”h”,neZ} (222)
eBL,
and
2nh
Q“(w)={w' Vo, y)=Vw<x,yoy),yo=”,nez} (2.23)
eBL .

Further we define an average with respect to the random potentials Q(w)
as

1
B[]

= 2.24
Gion 2 () (224)

' e Q(w)

The regular part W of the single-body potential V', of (2.6) is invariant
under the transformations in (2.22) and (2.23).

We denote by H() the Hamiltonian H{" of (2.1) with 4,=0 and
F=0. We assume that the “ground state” of HY) is finitely ¢-fold

, 0

8 Throughout the present paper, we use this convention.
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degenerate in the sense that the lowest-lying ¢ energy eigenvalues F fuN 20’ pY
u=1,2,.., g satisfies the condition
o N) (N)
4¢ -_ﬂ,u'en{’lf)zi,..., q} {|E£0 @40 7Ew’ ) } -0
L., L,>
as * 225
{Ly — 0 for a fixed Lx} ( )

where the limit is taken for a fixed filling v = N/M. Further we assume that
there exists a non-zero excitation gap above the “ground state,” i.e., the
first excited state has an energy eigenvalue E gV; such that

min  {EM—EXN), o} =4E (2.26)

, (0, 1)
uell, 2 g} #

where AE is a positive constant which is independent of L., L,, N.

We denote by &), with £=1,2,.., g, the “ground state” ecigen-
vectors of the Hamiltonian® HY) of (2.1) with a sufficiently weak electric
field F. We take {®@(), ,)} to be an orthonormal system. Then the current
density j at zero temperature is given by

q
z Ew[<¢£o]YzO,ﬂ)’ Utot, s(pgj/()o,ﬂ)>] for s=x,y (2.27)

where <{...,...» stands for the inner product in the N electrons Hilbert space,
and the velocity operator v, for the N electrons is given by

1 N
— Y (pn—eBy+Ag)  for s=x
Vo s =4 77! (2.28)
! sz: for s=y
o Py, j
m, .
e j=1

The formula (2.27) for the current density j is justified for an inverse tem-
perature f satisfying 46 << f~' << AE. The conductivities are defined as
i s
o,, :=lim= for s=x,y (2.29)

¥ Flo
Now we describe our main theorems for both non-interacting and

interacting electrons gases.

® More precisely, we choose 4q=m,F/B in addition to the condition of the small F. See
Section 5.
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Theorem 2.1. Suppose that there is no electron—electron inter-
action, ie., U® =0, and that there is a non-zero excitation gap above the
“ground state” in the sense of (2.26). Then

5\ 5\
< (gcon, 0 <L> 5 |Jyy | < (gcon, 0 <L> (230)
y

y

2

EV

Oy +

where %, 0 1S a positive constant which is independent of the linear
dimensions L,, L, of the system and of the number N of the electrons.

We remark that the above assumption on the excitation gap is valid
in the case with |V,| <V,<hw.2 and ve{l,2,.}. Here o, is the
cyclotron frequency given by w.:=eB/m,. In fact the ground state is
unique and has a non-zero excitation gap above it. In the thermodynamic
limit L, — co, we have the integral quantization of the Hall conductance
0., =—e*(n+1)/h with the Landau level index n=0,1,2,.., and the
vanishing diagonal conductance o, =0.

For the interacting electrons gas, we obtain the following theorem:

Theorem 2.2. Suppose that the single-body potential ¥V, is two
times continuously differentiable on R? and satisfies

82

V — V.
1] ayz 2]

52
<Vy< o (2.31)

x>

‘

with a positive constant V7 which is independent of the linear dimensions
L,, L, of the system, and suppose that there is a non-zero excitation gap
above the “ground state” in the sense of (2.26). Then there exists a positive
number N,,;, such that N, is independent of the linear dimensions L,, L,
of the system and of the number N of the electrons, and that the following
two bounds are valid for N> N ;.-

e

5/24 7/24
() (2)
h lg Ly

L\ [/, \7
<(gcon = T
ol <t (72) ()

¥y

2
Oyt

where %, 1s a positive constant which is independent of the linear dimen-
sions L,, L, of the system and of the number N of the electrons. In
particular,
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1/12
< (gcon </B>
L

lo,,| <@ </B>1/12 for L,=L,=L
yy | =X Bcon x y

82

O+ V

h

(2.33)

L

The number N, is explicitly given as a function of the parameters of
the model in (F.16) in Appendix F.2.

Having this result in mind, let us discuss which filling factor v leads to
a spectral gap above the “ground state.” For this purpose, we briefly state
a result of our separate paper.®® Consider first the Hamiltonian

N 1
HO = 3 U B+ 2314 W) |
j=1 LM
+ X U(Z)(xi_xja Yi— ;) (2.34)

which is the Hamiltonian (2.1) without the random potential V'™2" and with
Ao=0 and F=0. Then we restrict the Hilbert space to the lowest
(nmax + 1) Landau level with a large integer n,,,,. Namely the Hamiltonian
we treated in ref. 23 is given by

with the projection operator P™V)(n,,,). We take the thermodynamic limit
L,— +oo for a fixed large L, and a fixed filling factor v. In this infinite-
volume limit, we assume the absence of non-translationally invariant
infinite-volume ground state. Then we obtained the following result:*®

o If a pure infinite-volume ground state has a non-zero excitation gap,
then the filling factor v must be equal to a rational number.'®

Although the system we treated has no disorder, we can expect that,
for the presence of weak disorder, the gap persists against the disorder. In
this situation with the weak disorder, we get a rational quantization of the
Hall conductance

v with a rational filling v (2.36)

10 For the so-called odd denominator rule, see the footnote 5 in Section 1.
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and the vanishing diagonal conductance

g,,=0 (2.37)
from the result (2.32).

In order to discuss the appearance of plateaus, we change the filling
factor v slightly from a rational value in the non-interacting or the interact-
ing cases. Then, if the electrons of low energy excitations do not contribute
to the current flow owing to the disorder, we can expect that the quantized
value of the Hall conductance o, remains constant, ie., there appears a
plateau of the Hall conductance, with the vanishing diagonal conductance.
The appearance of such a plateau due to disorder will be discussed in rela-
tion to localization of wavefunctions in another separate paper.*

3. SINGLE ELECTRON LANDAU SYSTEMS

As preliminaries, we briefly review the properties of the single electron
systems in a uniform magnetic field with no electric field, and then intro-
duce an electric field.

3.1. The Single Electron Landau Hamiltonian

In this subsection, we briefly review the eigenvalue problem of the
Landau Hamiltonian for a single electron in a uniform magnetic field. The
Hamiltonian is given by

1
H=5 [(px—eBy)*+p3] (3.1)
m

e

Consider first the eigenvalue problem on the infinite plane R2 In order
to obtain eigenvector of the Hamiltonian », put its form as

ikx

P(x, y)=e™u(y) (32)

with a wavenumber k € R. Substituting this into the Schrodinger equation
HP=E¢, one has

1 2 2 1 2 _
o, (hk —eBy) +2me py | vly)=28v(y) (3.3)
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Clearly this is identical to the eigenvalue equation of a quantum harmonic
oscillator as

w9 PR ( hk

2
—Tmeﬁ-i-% y €B> } v(y)=6v(y) (34)

The eigenvectors are
Un, 1k(¥) = 0,(y — Vi)
=N, exp[ —(y—y)*/(2(3) ] H,[(y— yi)/{5] (3.5)

where H, is the Hermite polynomial, y, =#%k/eB, and N, is the positive
normalization constant so that

[y o, anr=1 (36)

The energy eigenvalues are given by
& ii=(n+3) ho, for n=0,1,2,. (3.7)

with w,=eB/m,. Thus the eigenvectors of the Hamiltonian (3.1) are given
by

¢n, k(x’ y) = eikxvn, k(y) (38)
Next we consider single electron in L, x L, rectangular box §=
[—L.2,L./21x[—L,/2,L,/2] satisfying L ,L,=2nM/% with a suffi-

ciently large positive integer M. For simplicity we take M even. We impose
periodic boundary conditions

¢(x, ) =1L d(x, ), d(x, y)=1VUL,) d(x, y) (39)

for wavefunctions ¢ on R2 Here t®)(...) and #)(...) are the magnetic
translation operators defined by (2.18). We claim that the functions

filx, p) =19AX) f(x, p) (3.10)

and

folx, p)=1D(y") f(x, ) (3.11)
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satisfy the periodic boundary conditions (3.9) if f satisfies (3.9). As a result,
x" and y" are restricted into the following values:

x'=mdx with meZ, and y'=ndy with neZ (3.12)
where

h1 ho1

Ax i =—— Ay =—— 1
X , and y ¢BL. (3.13)

In fact one has

Silx, y)=flx—=x", y)
=exp[iL(x—x")/{3] f(x—x", y—L,)
=exp[ —iL, X' [l lexp[iL, x/(2] f(x—x, y— L,
=exp[ —iL, X' [l3 lexp[iL, x/t3] fi(x, y— L,
=exp[ —iL,x'//3] t7(L,) fi(x, y)
=exp[ —iL, X'/(3] fi(x, ) (3.14)

by the definitions. This implies L, x'//% =2nm with an integer m. Similarly

falx, y)=expliy'x/t 3] flx, y— ')
=exp[iy'x// 5] f(x—L., y—)')
=exp[iy'L. /5] exp[iy'(x — L)/¢3] f(x =Ly, y— ')
=exp[iy'Ly/¢5] fo(x— Ly, ¥)
=exp[iy'L, /¢ 3] t9(L,) fo(x, )
=exp[iV'L,//3] fo(x, ) (3.15)
Thus y'L,//%=2nn with an integer n. In the following we restrict the

ranges of the variables x’, y' in the magnetic translations to these values.
Since

1Y) (po—eBy)[tP(y)] ' =p,—eBy (3.16)

for any ', the Hamiltonian (3.1) is invariant under all the magnetic trans-
lations (... ) and #*)( --.). Consider wavefunctions

+ 0
G, y) =LY TN, ((y— (L) (3.17)

{ = —o0
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for k =2nm/L, with m= —M/2 + 1,.., M/2—1, M/2, and with K=L //3,.
These wavefunctions are the eigenvectors of the Hamiltonian (3.1) satisfy-
ing the periodic boundary conditions (3.9), because L,L,=2rnM/3 with
the integer M. The eigenvalues of ¢i © are given by (3.7).

We define a reflection operator R as

Rf(x, y)=f(=x, —y) (3.18)

for a function on R% One can easily get the following lemma:

Lemma 3.1. The vector d),lzk of (3.17) is an eigenvector of the
magnetic translation t*®(4x), i.e.,

l‘(")(Ax) ¢’1:k = o —ikdx ,lzk

| 2
e BmMGE  with k=T (3.19)

X

and the magnetic translation *)(4y) shifts the wavenumber k of the vector
» by one unit 27/ as

A 2
(D(4y) ¥ (= ¢% . with k’=k+/—2y=k+L—” (3.20)
B

X

Further,

Rpy =(—1)"dy _, (3.21)

As usual we denote by L*(S) the set of functions f on the rectangular
box S such that

5 L./2 Ly/2 )
[Laxayifee nP=]"" ax["" avifte piP<oo (322)
s 2 /2

Further we define the associate inner product (f, g) as

(f8)=] dxdyTf(x. y)]* g(x. ) (3.23)

for f, ge L?(S).
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Lemma 3.2. Let f, g be functions on R? such that £, g e L*(S), and
that f, g satisfy the boundary conditions (3.9). Then

dy[ f(x, »)1* g(x, y) (3.24)

L./2 Ly/2 + Yo
dx j

o=

—L.2 —L,/2+ 3

for any y,eR.

Proof. By the periodic boundary condition f(x, y) =t")(L,) f(x, y),
the function f can be expanded in Fourier series as

[, )= LY ek, ») (3.25)
k

Further, since

flx, ) =1L, f(x, p)

:Lx—l/zz ei(k+K)xj‘(k, y—Ly)
k

=L;'"?Y e™f(k—K, y—L,) (3.26)
k
one has
flk, y)=flk—K, y—L,) (3.27)

Using this relation repeatedly, the function f of (3.25) can be rewritten as

flx, y)= ) L

{k=2mn/L_| — M/2+1<n<M/2}

+ oo
x Y ek Kf(k y— /L)) (3.28)
{ = — o0
By the help of this expression, one has

i L./2 L2
(= x| s »1* ey

+ oo L2

3/ A
= > X |7 it y=er)1e

{k=2mn/L,| —M2+1<n<Mj2} ¢=—o0 "L

Xg(ks y_/Ly)
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+

- ) [ @y 7k, 1% gtk )

{k=2mn/L,| —M2+1<n<M/2} " —®

+ oo L,/)2+ y,

= 3 > [

{k=2mn/L | —M2+1<n<M]2} ¢=—oo " —Ly/2+x

Xg(ka y_/Ly)

dy[f(k, y—(L,)]*

L,/2 Ly/2+y0
:LL » dxf dy[ f(x, )]* g(x, ) 1 (3.29)

—L,)2+yy

Let us see that the set of the eigenvectors {¢} .} of (3.17) forms an
orthonormal complete system. From (3.29) in Lemma 3.2, one has

+ oo
(¢5 I ;I:,k) ZJ dy U:', ) Up, () 5k, K= 5n, n'5k, K (3.30)

Here 6, , is the Kronecker delta. To show the completeness, consider a
function f satisfying the boundary conditions (3.9). In the same way,

W2 =] dy ok fik.y) (331)

— 00

This implies that the function f must be zero if the inner product ((/’)i o /)
is vanishing for all the vectors ¢, .

3.2. The Landau Hamiltonian in an Electric Field

Next we consider a single electron in magnetic and electric fields in the
rectangular box S=[ —L,/2, L, /2] x[ —L,/2, L,/2]. The Hamiltonian is
given by

1 F\?
Ho=——[p+eAr)]? + eFyPoy — =2 [ = (332)
2m, 2 \B
We take the vector potential as
eA(r)=(—eBy + A,, 0, 0) (3.33)

which gives the constant magnetic field B= (0, 0, B) perpendicular to the
x—y plane. We also applied the constant electric field F = (0, F, 0) oriented
along the y axis. We have introduced the projection operator Py, so that
the electrons near the boundaries y=+L,/2 do not feel the infinitely
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strong electric field at the boundaries. The precise definition of Py is
given as follows: We define a projection operator P(k) onto the Fourier
component with a wavenumber k for a function f'e L?(S) as

P(k) f(x, y)=L; "™ (k, y) (3.34)

with the Fourier coefficient

fke =L [ avespin ) (3.35)

—L./2

For an interval / we define a projection operator as

P(I):= ), P(k) (3.36)
ke ZF()
with
2nn hk
F(I):={k="—|neZand —el :
F(I) {k L ne andeBe } (3.37)
We define Py, as
P := P(Lpui) (3.38)
with the interval
+ o0
L= U [-L,2+d6+nL,, L,/2—0+nL,] (3.39)

with a positive number J. We choose J satistying /L, — 0 as L, — + o0 so
that the effect of the projection (1 — Py ) at the boundaries is negligible!!
in the thermodynamic limit L, — 4 oo. Here we stress that the operator
eFy Py in the Hamiltonian 5 of (3.32) is self-adjoint because y and Py,
commute with each other from their definitions.

Next let us show the locality of (1 — Py, ). Namely the operator is
vanishing on the bulk region which is at a distance from the boundaries.
Therefore the electric field is constant on the bulk region.

Let @) be an N electrons wavefunction satisfying

1 _
5 (PN HY @M <& <o (3.40)

I Unfortunately we cannot prove this claim..
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where the positive constant & is independent of the linear dimensions L,
L, and of the number N of electrons, and H(Y) is the Hamiltonian H{"’
of (2.1) with A,=0 and F=0. Then we have the following bound:

28+ Vol (5
|<¢(N)a Xbulk(yj)(l _Pbulk,j) @(N)>| <T EB (341)

c

where yp. 18 @ characteristic function given by

1, for ye[—L,/2+20,L,/2—25]

3.42
0, otherwise ( )

Zou( ) ZZ{

Since we can choose J — oo as L,— oo, this bound clearly implies the
locality of (1 — Py, ;). Let us prove the bound. Note that

(635)2 ){bulk(J’j)(l _Pbulk,j) <Xbu1k(yj)(1 - Pbulk,j)(px,j_EByj)z (3.43)

from the definitions. Using this inequality and the assumption (3.40), we
have

(53(5)2 <¢(N)a ){bulk(y]')(l - Pbulk,j) ¢(N)>
< <43(N)= Xbulk(yj)(l _Pbulk,j)(px,j_eByj)2 Q(N)>
< <¢(N)’ (px,j_ EByj)z ¢(N)>

1 ~
<m, (OO HZONY 41V, ) <2 E+1VL1) ()

where we have used the positivity of the electron—electron interaction U‘?
for getting the third inequality. This is nothing but the desired bound
(341).

For the convenience of the following calculations, we choose A,=
m,F/B. Then the Hamiltonian # of (3.32) becomes

1 2, me (F\*
c7f=27me[(Px—€By+Ao) +py]+erPbulk_7 B
1 2 2 1 2
=-—1[(px—eBy)"+p, 1+ [24¢(p.—eBy) + A5]
2m, 2m,
m, (F\?

+ eFyPyu — ) <B>

1

F F
[(Px_EBJ’)Z‘FPi] +E PxPouc+ 3 (P —€By)(1 — Pyyy)  (345)

“om, B
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and the velocity operator v, is given by

mF

(3.46)

MU= Px—

In the following we will treat the second and the third terms in the last line
of (3.45) as a perturbation.

4. THE RELATION BETWEEN THE PRESENT
“ELECTRIC POTENTIAL” AND THE STANDARD
TIME-DEPENDENT VECTOR POTENTIAL

In the same setting as in Section 2, we introduce the standard time-
dependent vector potential A(¢) instead of the regularized electric potential
so that the vector potential yields the constant electric field on the whole
torus. Since the electric potential gives the constant electric field except for
the neighborhood of the boundaries as we have seen in Section 3.2, we can
expect that these two different potentials yield the same transport proper-
ties in the large volume limit. In this section, we shall discuss this issue.

The time-dependent Schrodinger equation with the vector potential is
given by

0
iha¢(N)(t)=HfuN)(t) DM(1) (4.1)
with the time-dependent Hamiltonian

H(N) Z {(px J eByj)2+ [py,j+eA(l)]2} + UEON)(rla"'a l‘N)
. (4.2)
with the vector potential A(¢)=(0, A(¢), 0) with

A(t)= — Fte™ for —o0<t<0 (4.3)

and with the potentials

OO s ty) = Y, Vo) + Y UPA(r—1)) (44)

1 i<j

I M=

J

Here # is a small positive parameter switching the corresponding electric
field adiabatically.
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In order to show the equivalence between the two systems, we intro-
duce a unitary transformation ®™)(1) = G™)(t) ¥™)(¢) with

N

i N
GV =exp| <7 3. &P Zou ) A1) (45)

Jj=1

where we have introduced the function j, so that the wavefunctions
satisfy the periodic boundary conditions. We take the function 7, to be
an infinitely differentiable function satisfying

1, for ye[—L,/2+20/3,L,/2—25/3]
0, for ye[—-L,/2, —L,/2+5/3]U[L,/2—6/3,L,/2]
(4.6)

Zoun(3) = |

Namely it is equal to the identity on the bulk region and vanishing near
the boundaries. The effect of f, to the conductance is negligible for the
large volume'? by the locality of Py .

Note that
ih 9 DNy =GM)(1) ik 2 Y(t)+| ih g GM(t) | ¥WN(1) (4.7)
ot ot ot
and
(N) * g (N)
[G*™(1)] lha G =— Z ey, F(1+nt) e Poyy. j Zoun( V;) (4.8)

j=1

Since # is an infinitesimally small parameter, the right-hand side leads to
the regularized electric potential of the present paper. We also have

[GYV()]* [ py, ;+ed(1)] GM(1)

N 0
=py, ;+eA)[1 = Poyye ; Zoun( ¥;) ] — €A(1) y; Pou, ; o, Xbulk(y])
(4.9)

The second and third terms in the right-hand side are vanishing in the large
volume limit for getting the conductance. This statement can be proved in
the same way as in the present paper. From these observations, we obtain

G N
ih = PO = [HE + AT Y5 s )] #O(1) (4.10)

12 One can prove the statement by using the method in the present paper, although we do not
give the proof here.
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with the Hamiltonian H®) of (2.1) and
ATM(xy,s Xy 1)

=[GM()]* UMt s ty) GNV(t) — TM(ry,.ry)  (4.11)

Here we have dropped some terms which do not contribute to the conduc-
tance in the large volume limit. If we can drop the potential 4T My,
ry; t), then we get the desired result, i.e., the unitary equivalence between
the two systems with the different potentials in the large volume limit.
Unfortunately we can not drop the potential. But we can expect that the
contribution to conductance is of order of J/L, which is vanishing in the
limit L, — oo.

Let us estimate the correction from AU ™)(r,,..., ry; t) to the conduc-
tance. Note that the unitary operator G*)(¢) can be rewritten as

i Y N
G0 =exp| —3 T el )| GEMN @412)
j=1
with
i N
ch;,g)e(t) =¢eXp {h Z ey; A(1)(1 _Pbulk,j))?bulk(yj):| (4.13)
j=1

Using this, we have

[GM(1)]* TAr,.... xy) GM(1)
=[G ()]* TUM(ry,... tp) GX) (1) (4.14)

edge edge

Immediately, we get
AUEUN)(rlwa Iy 1)

=[GX()]* UM(x,..., 1) GX) (1) — TM(x,..., 1) (4.15)

edge edge

This implies, owing to the definition of G{}).(¢) and the locality of Py,
that, if the potential U )(r,,..., ry) is vanishing near the boundaries, then
AUM(x ... ry; 1) is almost vanishing on the whole torus. In fact, if we

take the potential

Ugv)(rl,,_,, Iy)= Pbulk,jVaz(rj) Pbulk,j

1

+ Z Proui, inulk,jU(Z)(ri_rj) Py, i Pouik, ; (4.16)

i<j

I =

J
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instead of (4.4), then the potential difference 4T M(ry,..., Ty 1) is exactly
equal to zero. Thus AU M(ry,..., y; 1) is vanishing on the bulk region,
and the correction to the conductance is expected to be of order of J/L,.
Unfortunately we could not estimate the correction in a mathematically
rigorous sense.

5. PROOFS OF THE MAIN THEOREMS

In this section, we calculate the conductivities which are derived as the
linear response coefficients for the weak electric field. For this purpose, we
use the Rayleigh—Schrodinger perturbation theories. Our goal is to give
proofs of our main Theorems 2.1 and 2.2. Namely we show that the con-
ductivities (conductance) so obtained satisfy the bounds in the theorems.
For the convenience of readers, in Appendices A-H we give technical
estimates and calculations of matrix elements appeared in our representa-
tion of the conductivities.

By choosing 4,=m_F/B as in (3.45) in Section 3.2, the N electrons
Hamiltonian H®) of (2.1) which we mainly treat in this paper can be
rewritten as

HM =HWMN) + 0™ (5.1)

ud 1 1
Hgv()) = Z [y (px,j_ eByj)2 +ﬁ Pi,j‘F Vw(rj) + U(N)(rla"'a ry)
- ¢ (5.2)

and

N
HM =% [ 7 iPou, j+ (Px, j—eBy;)(1 — Py ;)] (5.3)

i=1

Here /= F/B is a real parameter, U®) is written in a sum of two-body
interactions as

U(N)(rl,..., ry)= z U(Z)(xi_xja J/i_y]') (5.4)

1<i<j<N

and we have dropped the constant term.

We treat ) as a perturbation, and apply the Rayleigh-Schrodinger
perturbation theory to the eigenvalue problem of the Hamiltonian H of
(5.1) for getting a “ground state” eigenvector of H).
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5.1. The Hall and Diagonal Conductivities

5.1.1. Nondegenerate Ground State. Consider first the case
when the ground state @} of the unperturbed Hamiltonian H$'} is non-
degenerate. Let QEUN ) be the corresponding normalized ground state eigen-
vector of the full Hamiltonian H(". Since the electric field F is assumed to
be sufficiently weak, the ground state eigenvector 5201\’ ) is unique. Then the
current density averaged over the random potentials Q(w) at zero tem-
perature is given by

w[<¢w Oavtot sgbgj]())>] for S:x’y (55)

]S:_L L

Xy

where the velocity operator v, , for the N electrons is given by

N F N
Utot,s:: Z Ux,j:N§+ Z (px,j_eByj) (56)
= =1

and

1
Utot, y - = I/I’Te
We rewrite the current density j=(/,, j,) as

e2
——vF+ 4j, for s=x

Jjs=1 h (5.8)
4j, for s=y
with
dj = — Z E,[{BN}), m, ;BN ] (5.9)
eLxLy j=1
where

—eB f -
ns:={px eny o g=a (5.10)

Dy for s=y

and v is the filling factor for the Landau level. Namely N =vM with the
number M =eBL,L,/h which is equal to the number of states in a single
Landau level of the non-interacting Landau Hamiltonian with no disorder.
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From the standard formula of the perturbation theory, the ground
state eigenvector @) of H{Y) is expanded as

~ o) H(N)QD(N)>

(N) _ p(N) (N)< w, !> w, 0

BN =N+ 0 T P S
Z#0 ,0 w,

+0(3)  (5.11)

in powers of A. Here ®{") are the orthonormal eigenvectors of the unper-
turbed Hamiltonian H (Y} with the energy eigenvalues £(). For the detail,

see Appendix A.l. Using this expansion (5.11), we have

N
PIRC RN )

j=1

N
=Y DM, ng N +22 Y Y
1 ¢#0 j=1
(PG, HYDEG)

N N
ES—EL)

I =

J

x Re

(DM, M) |+ 0% (5.12)

w, 0> ‘s,

where Re stands for a real part. By Lemma B.6 in Appendix B, the average
of the first sum is vanishing as

N
j=1

Substituting (5.12) and (5.13) into the right-hand side of (5.9), we have
Ajs= 4" + O((F/B)?) (5.14)
with
- 2e?
A]g):: _TVFReEw[‘%S] (515)
where

%_Lg o o 126”1 s (5.16)
U S\ Ry T |

Here G is the orthogonal projection onto the ground state @{Y}. From
(5.8), (5.9), (5.14) and (5,15), the Hall and diagonal conductivities can be
written as

2
oo =lim = Sy 2y ReE, [.4,] (5.17)



408 Koma

and
. 2e
g, :=1lim === ——VvRe E,[.%,] (5.18)

respectively.

5.1.2. Degenerate ‘“Ground State.”” Next consider the case
when the “ground state” of the Hamiltonian H(} is ¢-fold degenerate. Let
¢g()o, . be the “ground state” eigenvectors with the energy eigenvalue

EM o for u=1,2,.., g. We take {®(Y), )} to be an orthonormal system.

In this case, the current density is given by

e
L.L,

. 1 & - ~
Jsi= Ew{q Z <d3$,]()0,/1)9Utot,s¢g§,20,ﬂ)>} (519)
u=1

where (7);1" ()0’ .y are the corresponding normalized ground state eigenvectors
of the Hamiltonian H(Y), with the corresponding energy eigenvalues
EMN), - Similarly to the non-degenerate case, the corrections for the
current density j are given by

N

e 1 & /5 ~
djyi= ————E, |~ Y (3N BN 5.20
P T LLL, "’[q ”Zl< 0> 2, T “”“””N (520

- j=1

« LI F(N)
The “ground state” eigenvectors @, ,, are expanded as

1

FN)  _ pN0) WL s gm0
P toy =Ponowt 4 2 PO EM T EM (P HVP L 0 ) + -+
.

770 @ (0, 4) : (5.21)

by using the degenerate perturbation theory. Here ngf"(g,) .y are orthonormal
vectors which span the sector spanned by the “ground states” eigenvectors
@)y, ) of the unperturbed Hamiltonian H (). For the detail of the degen-
erate perturbation theory, see Appendix A.2. Using this expansion, we have

N
F (N F (N
<¢£a, ()0,/4)’ > ”s,j(pio, ()o,m>

j=1

N
_ N, 0 N, 0
_<¢Eo,(0,)ﬂ)’ > ”s,j¢5o,<03u>>

j=1
w0 ¥ 1-G,” H M. 0)
g R B ;
+ 2}, Re |: <¢w’ (0, ) Z ns,j E(N) o H(N) H ¢w, (0, u) >:|
j=1 @, (0, 1) @, 0

+0(22) (5.22)
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Here G is the orthogonal projection onto the sector of the degenerate
“ground state” whose space is spanned by the ¢ energy eigenvectors
o) u=1, 2,.., g. Substituting (5.22) into (5.20), we obtain

, (0, 1)

e 1 & N 2el
ANi=——— FE |- PN 0 , WV, 0) -
ST T L L, ‘"{q ,,§1< o (0 El TeiTe0w )| 70 T L
«Re E 1 i PI-0) % - igm@wm
olg B \Tew 2 Tesgan = g @, (0, )
H= J= @, (U, @,
+ O(A%)
e 1 & N 2el
B X (0 T 70 )| -
m,L,L, q = et m,L,L,
«ReE. |1 i oM % o 120 pngm
olg B \CoCwr 2 Tes g = g @, (0, )
u= j= o, (0, 1 o,
+O(2%) (5.23)

Since the first term in the right-hand side of the second equality is vanish-
ing owing to Lemma B.6, we obtain

Ajy= 4] + O(F?) (5.24)

with
i) . _2782

4j\) = 7 vFRe E_[ .4,] (5.25)

and
1 1 &4 i 1—GW) ~
My = 3 (08 T 72 A0 )
m,N g n=1 (000 j=1 ngY()O,/t)_HEu]Y()) (0
(5.26)

In consequence, we have the expressions of the conductivities as

. 2 2 2
axy:zllviino%z —%v—%vRe E,[./,] (5.27)
and
. 2 2
o, =lim 2= =\ ReE, [.4,] (5.28)
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with the above .#,. These have the same forms as (5.17) and (5.18) in the
non-degenerate case.

5.2. Estimate of E[.4,]

From the expressions of the conductivities (5.17), (5.18), (5.27) and
(5.28), we want to estimate E[ .Z,], in order to prove Theorems 2.1 and 2.2.
In the following, we treat only the non-degenerate case because one can
treat the degenerate case in the same way.

We define two projection operators P, and P, as

Pin ::P(Iin)’ and Pout = P(Iout) (529)
with the intervals
Iin:[_Ly/2+5s Ly/z_é]s and Iout:Ibulk\Iin (530)

Clearly we have P, = P;, + P, from the definition (3.38) of Py, with
(3.39). We write ., of (5.16) as

’%s:’ﬂs,in'i_’%s,out'i_‘%s,edge (531)
where
1 N N [1_G(N):|
M, = W) = = P . PN 5.32
s, in m,N ,—;1 jgl < @, 0 RSJEgY())_HgY()) in,i Px,i%P w0 ( )
I [1-G]
'ﬂ/s,ou = Z Z <¢50N)7ns, 'wPou,ipx,iéioN)> (533)
ComN S S\ T ES —HO 0
and
1 X X [1-GY]
ﬂs,edge ::m N Z Z <¢((UN())’ ns’jm
e i=1 j=1 w, 0 ,0
x (1 *Pbulk,i)(Px,i*EByz') (DEUN())> (5.34)

Let us sketch the idea of the proofs of Theorems 2.1 and 2.2. Since one
can expect that the contributions of .Z, ., and .4, .4, become small for a

, out
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large volume, we explain the idea only for .#, ;,. Consider the random
average of the matrix element in (5.32). It is written as

1—GW
e[ (o035, U8 5, o)

, 0° S,J'E(N())_H ]
w, @,

— N WkE dW) w}) k) W) 5.35
_Z ) w,onns,jE(N())_H(N()) i( ) , 0 ( . )
k ,

@,

by using the projection operator P(k) onto the Fourier component with
the wavenumber k. We introduce a transformation consisting of a reflection
and a magnetic translation as

X—> —x,  yo2ye—y (5.36)

with y, =hk/(eB). In particular, y = y, is the fixed point for the second
part of the transformation. This yields that the wavenumber k also is the
fixed point in the space of the wavenumbers. Using the transformation, we
have

[1—GM]
hkE,, { <q>gUN>, T, e = p (k) W)
T B HOY 0

| [1-Go]
=, | (@0, i PiK) 94
, 0 ,JEEOIY())_H(N) , 0

w, 0

+ (corrections from the boundaries y = +L,/2) (5.37)

for the summand with k in the right-hand side of (5.35). From these obser-
vations, we conclude that the contributions of E,[.#, ;,] for the conduc-
tivities are small if the corrections from the boundaries give small contribu-
tions for a large volume. In fact, the corrections are small as we will show
in Appendix C.

In order to give the proofs of Theorems 2.1 and 2.2, let us summarize
the results of the estimates for E,[ .7 i1, E, [ 4 o] and E,[ .4 .qg]-
For the details of the calculations, see the corresponding Appendices.

5.2.1. Non-interacting Case. Consider first the non-interacting
case U® =0. We obtain the following estimates:

L, (¢g\*
Bl 0]l < 6o 7 (2) (538)
B
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from (C.41) in Appendix C.1,
L, (ls\* ‘p\?
|Ew[//s,0m]|<(g£3t,o/<§> +%£,%3t,o<§> (5.39)
B

from (D.13) in Appendix D.1, and

0
|Ew['%s,edge]| S(gedge,of (540)
¥y
from (E.3) in Appendix E. Here %, o, €\ o, €2 0 and %.qge o are positive
constants which are independent of L., L,. By choosing
L 2/5
S="1g <Y> (5.41)
s
we get

|Ew[—%s]| < |Ew['ﬂs in]| + |Ew[%s out]| + |Ew[%s,edge]|
/B 3/5
<% | — 542
() (542)

with a positive constant %,. Combining this bound, (5.17) and (5.18), we

obtain
) /B 3/5 /B 3/5
< ®con, 0 <L> s |0-yy | < (gcon, 0 <L> (543)

y y

2

ZV

Oy +

where 6., o 1S a positive constant.

5.2.2. Interacting Case. Next consider the interacting case U®
#0. We take large L,, L, so that N> N,;,, and assume that the single-
body potential V, is two times continuously differentiable on R? ie., V€
C?*(R?), and satisfies the bound (2.31). Here N, is a positive number
given by (F.16) in Appendix F.2. Then we obtain the following estimates:

L 5/6 L 11/6 / 3
B[ M, ]| <% </> </> <§> (5.44)
“B B

from Proposition C.8 in Appendix C.2,

LSS /[ N6 /7 \3
Eldadl<bu(7) (7)) (2) (545)
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from Proposition D.1 in Appendix D.2, and

)
|Ew[ ﬂs edge] | < (gedge f (546)
y
from (E.3) in Appendix E. Here %,, €., and %44 are positive constants
which are independent of L,, L,. We choose
L 5/24 L 17/24
O={g| — 2 5.47
? </B> </B> 547

Then we get

|Eo, [ A ]| < [Eo,[ My 30 ]| + |E oL Ay oue ]| + B[ Ay eage ]|

L \524% /7 \7/24
<% </‘> <LB> (5.48)
B

y

with a positive constant . In particular, we have

/N 12 L\ 1112
|E [.4]| <% <Z> and  d=/, </> for L,=L,=L
’ (5.49)
Combining these bounds, (5.17) and (5.18), we obtain
2 L\ 7 p. \7/24
o) (2)
h {p L,
L \524 7 \7/24 (5.50)
lo,,| <% > (B
vy con /B Ly
and
o2 Ly 1/12
O-xy + Z V| < (gcon <L>
PENTE (5.51)
0,y | < Geon <z> for L,=L,=L
Here 4., is a positive constant.
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APPENDIX A. THE RAYLEIGH-SCHRODINGER
PERTURBATION THEORIES

In this appendix, we apply the Rayleigh—Schrodinger perturbation
theories to non-degenerate and degenerate “ground states” of the present
quantum Hall Hamiltonian H" of (5.1). Since there is an excitation gap
above the “ground state(s),” this perturbative treatment is justified mathe-
matically in the sense of an asymptotic expansion with respect to a suf-
ficiently weak electric field."

Recall the Hamiltonian

HM =H) + 0™ (A1)
where 4 is a sufficiently small real parameter. The Schrodinger equation is
HM G — FO) GW) (A2)

with an energy eigenvalue £ . In order to obtain a ground state eigenvec-
tor @) and the eigenvalue £ in powers of 4, we treat the Hamiltonian
H™) in (A.1) as a perturbation.

A.1. Non-degenerate Case

Consider first the case when the ground state @) of the unperturbed

Hamiltonian H%) is non-degenerate. As usual we expand the eigenvector

, 0

@) of the ground state of H{") in powers of 1 as
M =DdN+7 Y a,dP)+ - (A3)
40

in terms of the eigenvectors @) of the unperturbed Hamiltonian H(},
and expand the corresponding eigenvalue £} in powers of 4 as

E;IY())ZE(QJ]Y())+;LE£,IY’<)1)+ (A4)

Here E}) is the energy eigenvalue for the ground state eigenvector @'}
of ng’(),. Substituting these expansions and (A.l1) into the Schrédinger
equation (A.2), one has

[HWY) 4 2™ [cbgf’ngi S a,0W) + }
£#0

=[EM+IEL "+ - ] {cbgfgﬂ Y a, o)+ } (A5)
£#0

13 See ref. 26 for the mathematically rigorous perturbation theories.
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Immediately,
Hg(),(Dﬁi’(),zEm(Dgg (A.6)
in the zero-th order of 4, and

7T (N) oy (N N) (N N, 1) (N N N
HMOT + Y a, HOR L) =EJT VOO +EQT Y a, @0 (AT)
£#0 ¢#0

in the first order of A. Taking the inner product with @) (# #0) in both
sides of (A.7), one has

(DG, HVDG +a, EQ) =EQa, (A.8)
Here we have taken {®()} to be the orthonormal complete system. As a

result, the coefficient a, is

oW, AV 0 (A9)

Ay )

L@ @)
Ew,O_Ew,f

Substituting this into (A.3), one has

o . 1 -

M =DM +1 Y (15@{}’}7(1\,)_ ) KoY, HMDNS +0(4%)  (A.10)
£#0 Ew,O Ew,(

A.2. Degenerate Case

In order to treat the “degenerate ground state,” we first rewrite the
Hamiltonian H®) of (A.1) as

HM=HN + .G HMGM + JH (A.11)
with
Iflg\’) - G(N)[TI(N)(I _ G(N)) +(1— G(N)) HMGW)
+(1=GM) AN(1 — Gy (A.12)
where G is the orthogonal projection onto the sector spanned by the
“ground state” eigenvectors @), , of H{'). In the present case, we for-

mally treat the Hamiltonian A M as a perturbation, although the second
term in the right-hand side of (A.I11) is still a small perturbation. Let
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o), be the g eigenvectors of the “unperturbed” Hamiltonian HY) +

G HMGY), and let EL,) be the corresponding energy eigenvalues.

We take {®0) )} to be an orthonormal system. Clearly

L0 _ (7
Eg:[(o,)y)—EgY()o,ﬂ)‘f‘@(ﬂ) (A.13)
where E LJN ()O, . Aare the “ground state” energy eigenvalues of the

Hamiltonian H EJN J- In the same way as in the preceding Section A.1, the
“ground state” eigenvector @), of H(" is expanded as

(N N, 0 ) N
DNy =PND A Y a, )+ - (A.14)
£#0

and expand the corresponding energy eigenvalue E fuN ()0, ) 88

Fm =EXMO A+ AEXD 4 ... (A.15)

@, (0, ) (0, 1) > (0,

Substituting these into the Schrodinger equation, one has

F7(N) g (N, 0 N N
HE D0+ Hlb Y a,PgY)
¢+#0
, (0, 1)

=ENMo Y a, @)+ EX VoY) (A.16)
£#0

where we have used (A.13). Taking the inner product with @ﬁg} with £ #0
in both sides, one gets

1 ~
— N N N, 0
“/‘E(N) _E™ <q§£u,3”H( )(pgu,(o,)u)> (A.17)
, (0, 1) w,
Substituting this into (A.14), one has
~ 1
) _ o) ; )
Poto =P T+ L Lol g g
£#0 , (0, 1) w, ¢
x (DL, HVONOD > 4 ... (A.18)

APPENDIX B. MATRIX ELEMENTS OF THE QUANTUM
HALL SYSTEMS WITH DISORDER

In this appendix, we study the properties of some matrix elements
(5.16) appeared in the expressions (5.17), (5.18) of the conductivities.
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B.1. The Single Electron Landau Hamiltonian with Disorder

Consider first the single electron Landau Hamiltonian

A

w

=27[(Px*63y)2+p§]+ VolX, y) (B.I)
mE

with the periodic boundary conditions (3.9). The single-electron potential
V,, with disorder satisfies the periodic boundary conditions (2.4) and the
condition (2.5) of boundedness.

Lemma B.1. Let ¢, be an eigenvector of the Hamiltonian J, of
(B.1). Then the translate 1)(y,) ¢, is an eigenvector of the Hamiltonian
A, with the potential V, given by

Varlx, y) = Vo, y = yi) (B.2)

Here y, =hk/(eB) with k =2an/L.., (neZ).

Proof. From the assumption %, ¢ = é&,¢,, we have

E (V) b = 1(11) Hoy 0y =1t (yi) L7 (y) 11 1) @,
= A1) 90 | (B3)

In the same way, we have

Lemma B.2. Let ¢, , be an eigenvector of the Hamiltonian J, of
(B.1) with the eigenvalue &, ,. Let ¢, ,=1*(2y,) Rp,, ,, where R is the
reflection operator defined in (3.18). Then ¢, , is an eigenvector of the
Hamiltonian %, with the random potential ¥, given by

Varlx, ) = Vo (=X, 2yo— y) (B.4)

Here y,=hky/(eB) with ko= 2nn,/L,, (ny€Z). The corresponding eigen-
value &, , is equal to &, ,. Further the system {¢, ,} is an orthogonal
complete system if the original system {¢,, ,} of the eigenvectors is an
orthogonal complete system.

Since 7, is invariant under the magnetic translations ¢*(-..) and

tP(...), one can easily obtain the following lemma:

Lemma B.3. Let V, be a random potential, and let V', be the
random potential given by (B.4). Let ¢, , be the eigenvectors of the
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Hamiltonian #,,, and let ¢, ,=1*(2y,) Rp,, ,. Then the following rela-
tion is valid:

((pw,l’a ns(pw, /’) = 7((pw’,/a ns(pw', /') (BS)

Let ¢, , be an eigenvector of the Hamiltonian J#,. We expand ¢,, ,
in Fourier series as

(ﬂw,/(X, y)zL;l/ZZeikx¢w,f(ka y) (B6)
k

Since the vector ¢,, , satisfies the periodic boundary condition ¢, ,(x, y)
=1,(L,) 9o, /(x, y) We have

¢w,/(ka y) :gbw,((k_Ka y_Ly) (B7)

as in (3.27) in the proof of Lemma 3.2. We define a projection operator as

P(k):=Y P(k+(K) (B.3)

el

where P(k) is given in (3.34).

Lemma B.4. Let V, be a random potential, and let V', be the
translate given by

Var(X, y) = Vo(x, ¥ = po) (B9)
where eBy, = hky,=2nhn,/L, with an integer n,. Then
((ow’,ma IN)(k) ns(pa)',n) = ((pw,mﬂ F(k _kO) ns(pw,n) (BIO)

Here ¢, , is an eigenvector of the Hamiltonian %, and ¢, ,=
19 yo) ¢, » Which is the corresponding eigenvector of #, as we showed
in Lemma B.1.

Proof. Since the vector P(k)n,¢,, , satisfies the periodic boundary
conditions (3.9), one has

((pa)’,n! P(k) ns(pw’,n) = ((pw,ms [f(y)(J’o)] -! P(k) nsf(y)(yo) (p(a,n)
(Parems [17(30) 17" Pk) 19 yo) 7,0,,,,)  (B.11)

Therefore it is sufficient to show

[£7(6)17" P(k) 1 yo) = P(k — ko) (B.12)
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Let f be a function on R? such that it has a Fourier expansion
fx, y) =Y %K', y) (B.13)
-

Then

[£2(6) 17" P(k) 19 yo) f(x, )
=[1(yo)17" Plh) X ™ 5K, y — o)
-

=[19ye) 17" Y e “HBfhk — ko + (K, y— )
4
:Zei(k—ko—o—t’K)f(k_ko_i_/K’ y)
£

= P(k — ko) f(x, y) (B.14)

B.2. The N Electrons Landau Hamiltonian with Disorder

We define the magnetic translation operators for N electrons as

2

T(N,x)(xr) = Z;x)(x’) (BIS)

J

Il
—_

and

X =

TWN)(y') = t](ﬁ(y’) (B.16)

Il
-

J
Further we define the reflection operator for N electrons as

N
R™):= ® R, (B.17)

j=1

In the same way as in Section B.1, we have the following two lemmas:

Lemma B.5. Let @) be an eigenvector of the Hamiltonian H{)
of (5.2) with a random potential V,,, and let E®Y) be the corresponding
energy eigenvalue. Let V,, be the reflection of the random potential V,
with respect to the axes x =0 and y = y,, ie,

Varlx, ) = Vo =x,2yo—¥) (B.18)
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where  yo=hk,/(eB) with ko=2mny/L,, (ngeZ) Set @Y=
T™ M (2ye) RMDXN . Then @) is an eigenvector H) with the random
potential V,,, and the energy eigenvalue EQ) is equal to EX).

Lemma B.6. Let V, be a random potential, and let V be the
reflection given by

VarlX, ) = Vo (=X, 2y = ¥) (B.19)

Here y, is the same as in Lemma B.5. Let @) be eigenvectors of the
Hamiltonian (). Then

<¢g§i)fﬂ nx,jdsg\',,){’> = - <¢(N) nx,j¢£¢f}'> (B20)

w, £
where the vector @), = T™ M (2y,) RM @) which are the eigenvectors

of the Hamiltonian H ) with the random potential V,, as we showed in
the preceding Lemma B.5.

Lemma B.7. Let V, be a random potential, and let V, be the
translate given by

Var(X, ¥) = Vo, y = o) (B.21)

where eBy,=hk,=2nhny,/L, with an integer n,. Then the following
equalities are valid:

(DD 7, @0, = (D), B> (B22)
and
<¢)g\{)za Fj(k) ns,,-d’if\r’,)ff> = <¢E§Y}e ﬁj(k —ko) ns,j¢g\,]}'> (B.23)

Here @) are the eigenvectors of the Hamiltonian H(}, and @), =

T (po) @) which are the eigenvectors of H(), with the random
potential V.

Proof. Since =, ; is invariant the magnetic translations, one can
easily obtain (B.22). The relation (B.23) follows from the identity (B.12) in
Lemma B4. |
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APPENDIX C. ESTIMATE OF E [ .4 ;]

In this appendix, we estimate the random average of ., ;, of (5.32),
which is given by

L $ ¥ (V) [1-G."] (V)
Ew[‘—%s,in] :m igl j;l Ea) |: <¢w,07 ns,jm Pin,ipx,i¢w,0>:|

(C1)

For this purpose, we first want to get the explicit forms of the “corrections
from the boundaries” in (5.37).

To begin with, we note the following: Let @) be an N electrons
eigenvector of the unperturbed Hamiltonian H(} of (5.2). Clearly this
vector can be expanded as

@EUN) N {;} oo, (£} Asym[ ¢, 4 Qo /2® o ® o, ZN] (C2)
J

in terms of the normalized eigenvectors {¢,, ,} of the single electron

Hamiltonian 4, of (B.1), where Asym[ --- ] stands for the antisymmetriza-
tion of a wavefunction, i.e.,

1
Asym[dj](rla I,y rN) = Z ( - 1)/(0’) @(ra(l)’ ro'(2)9---a l‘a—(N)) (C3)

g

B

for a function @ of (ry, r,,.., ry). Here the sum runs over all the permuta-
tions ¢ of (1, 2,..., N), and /(o) is the number of binary permutations in the
permutation g.

Lemma C.1. The following relation is valid:

1—GW
E, [ <¢’(N) T i man vy PiniPx i P >]

@, 0° S,fE(N())_H(N())
w, w,

) - GioN) (+) (V)
:2Eco q)w,m ns,jmpin,ipx,iéw,o (C4)
where
PE:) = Z P(k) (C.5)
keF D)

with the interval I}’ =(0, L,/2—4].
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Proof. Let V, be a random potential, and let V,, be the reflection of
V,, with respect to the x and y axes, i.e.,

Vw’(xs y) = Va)( —X, _y) (C6)
Let ¢, , and ¢, , are the normalized eigenvectors of the single electron
Hamiltonian 4, of (B.1) with the random potentials V', and V,, respec-

tively. From Lemma B.2, we can take ¢, ,= R¢,, ,. By using the Fourier
expansion (B.6) for ¢, ,, we have

(p(u',n(xa J/) = RLx_l/2 Z eth¢w n(ka y)
k

71/228711{36@“) n _y)

=LY "¢, (—k, —) (C.7)
k
This implies
(ﬁw’, n(k’ y) = gbw, n( _ka —J/) (CS)
Thereby we have
((pw’,mﬁp(k) (pw',n):((pw,map(_k) gﬂw,n) (C9)

Let @) be an eigenvector of the Hamiltonian H ("} with the random
potential ¥, and let @Y, be an eigenvector of the Hamiltonian H (',
with the random potentlal V, of (C.6). From Lemma B.5, we can take
@) =RM@L)  Combining this with the expansion (C.2) for the vector
415(” " we have

QSg\,i)n = {;} ag‘,){(’]} Asym[(pw', 4 ® (pa)’, 2 ® e ® ', (N] (CIO)
J

with ¢, ,=Re,, ,. Using this expression, one can easily obtain

(PG, Pi(k) D505

= Z a(m{/}agt,){[;}
{4344}

X CAsym[ @y s @ -+ @ oy, p ], Pi(K) Asym[ @y, @ -+ @ @y, 111D
(C.11)
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The matrix elements in the right-hand side are written as
<Asym[ (pw’, 4 ® (pw', 4, ® e ® ww’, (N]’
Pi(k) Asym[ o, 4P, 5@ - @ Py, f,'V]>
Y (@i Pk) 9oy ,) if 4=} forall j=1,2,.,N

Ce{l) s ty}
:l i‘((ﬂw',fjs P(k) (Pw',z;n) if {4} 7= 1\{/} ={/i i= M)
N and /;#7/,,
0, otherwise (C.12)

Combining (C.9), (C.11) and (C.12), we obtain
(DY, Pi(—k) @3> =@, Pi(k) @) (C.13)

', m° w, m?

From this and (B.20) in Lemma B.6, we obtain the desired result (C.4). ||

Lemma C.2. Let V, be a random potential, and let V,, be the
reflection given by

Varlx, ) = Vo =X, 2y, — y) (C.14)

with y, >0. Let ¢, , be the normalized eigenvectors of the single electron
Hamiltonian 2, of (B.1) with the potential V,, and let ¢, ,=
1(2y,) Rp,, , which are the eigenvectors of 7, with V,, from Lem-
ma B.2. Then the following relation is valid:

((pw',fa P(k) (pw’, /') = ((pw,(a P(k) gﬂw, (") + ((Pw,fa ;/,:kP(k_K) (pw, /')
~(Po, 2 X P(K) @y 1) (C.15)
where K=L,//%, and

1, if ye[—L,/2, —L,/2+2y;]

C.16
0, otherwise ( )

=

Proof. By using the Fourier expansion (B.6) for ¢, ,, we have
Par, (X, ) =1D(2y) “226"’”‘% WK, =)
=L7 1/2261(% k)x/* (k 29— )

K

=L S e 0 2k = K 25 ) (C.17)
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Thereby we get

L,/ A .
(Por. e PR P ) = [ dr G, Ak 27 1)1 Do oK 20— )
b/ (C.18)

Further we can rewrite the right-hand side as

((pw’,z’a P(k) (pw', /’)

/2+2yk . - . -
_j 'y ¢w{(kay)]*(pw/(k>y)
L,/2+2y;
Ly/2+2yk e A N . N
=P PO 90 )+ | LG AR D)1 G (K )
7Ly/2+2yk o 5 . -
~| AP G, A, )1* Pos, oK, )
—L,/2
—L,/2+2y, . . .
:((pw,&’a P(k) ¢w,[’)+j L dy (pw /(k_Kn J/)]* (pw /(k_Ka J’)
7Ly/2+2yk A 5 . N
~| AL B, AR, 9)1* B oK 5)
—L,2
= (goco,{a P(k) (pw,(') + ((pw,fa )?kP(k_K) gﬂw, {")
— (P2 2 P(K) o ) (C19)

Here we have used (B.7) for getting the third equality. ||

Lemma C.3. Let V, be a random potential, and let V, be the
reflection given by

Verlx, p) = Vo =x, 2y, — y) (C20)

Here y, is the same as in the preceding Lemma C.2. Let cD(N ) be the
eigenvectors of the Hamiltonian H(Y) with the random potentlal Ve,
and let @00 =T™ ) (2y,) RM®N) which are the eigenvectors of the
Hamlltoman H (" with the random potential V,,, of (C.20), as we showed
in Lemma B.5. Then the following relation is valid:

DG, Pik) @50 =< @), Pi(k) @U0> + <P, T i Pilk — K) O

', n° w,n>

=P T i Pi(k) PO (C21)
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Proof. In the same way as in the proof of Lemma C.1, we have the
expressions (C.11) and (C.12) also for the random potential V. of (C.20).
Combining these with (C.15), we obtain the desired result (C.21). |

Using the above result (C.21) and Lemma B.6, we have

< ¢gy,)0’ T, qur(ul\'[,)f>

N + N
EM _ @™ <®Ea',)(7 Pgn,z?px,i¢£u’,)0>
w,0 T,

, 1
"L P s B on i, (Pl P B
1
- T TR LC ) L —
e " P8 P T
LD P D + (O, 7Pt~ K) B3
=P Tk i Pilk) @50 (C22)

for £ #0. Taking the random average in both sides, we get

oK, [ S k(D) n, o)

——— = (DN P,(k) DD
keFaH) ’ ’ E&Né—EioN} - ¢
1
—E, M DN 7, DY —
B, MO
x<a>g,f,v;,zk,ip,-<k—z<>q>$a>}
1
—E, 2 eI 1C ) . —
D, O R 98D
x DX, 7r i Pi(k) CDE?,’D} (C23)

for £/ #0. From (C.1), (C4) and (C.23), we have

Ew[’ﬂs,in]
1 XX [1-G]
_ (N) @ (N)
N E‘"Kd)‘""””s’fE(N&—H(N& Pi“”'px”'(p‘""’>]
e i= Jj= , ,
1 ¥ X [1-GM]
o & X | (P8 oy O P ) L% )|
e i=1 j=1 w, 0 , 0
1 XX K [1-GM]
Y S E,| (08, -wgﬁ:sz,wﬂ (C.24)
m.N = 2 R O N A
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where
Q(+) : Z P(k) i (C.25)
ke (1))
and
0= Y  Pk—K) (C.26)
keF (1)

Now we estimate E_[.# ;,] by using the expression (C.24).

C.1. Non-interacting Case

Consider first the non-interacting case, i.e., U® =0. Then E[.Z, ;,]
of (C.24) can be written as

178
Blithnd =y T Eo| (Ponm o O (0 K 00, )|

e n<N w,n

1 P
- E (+) C27
N 2 chow,,,, SO@ Q px%,n)} ( )

in terms of the eigenvectors ¢, , of the single electron Hamiltonian J, of
(B.1), with the energy eigenvalues &, ,, n=1, 2,... Here we have taken
order &, ,, <6, , for m<n, and Z, is the projection onto the subspace
spanned by all states above the Fermi level, i.e., all the vectors ¢, , with
n> N. Without loss of generality, we can assume V,_,>0. Then we have
6, » =0 for all indices n.

Let us estimate the matrix elements in the second sum in the right-
hand side of (C.27). Using the Schwarz inequality we have

P
’<(pa),n’ nsm Q(+)px§0a),n>’

eBL
VUG OV P O 0) (C.28)

where

O, =—2=z (C.29)
w,n "’ g _% s(pa),n .

w, n (]
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Lemma C.4.

/ 4
(Parns O 0, ) <G | for n<N (C.30)
s mn 2 6

with the positive constant
2 2
6= (o) G 4 Va2 + 1Vl 44000 (C31)

Here &, . :=min,, . y{&, .}

Proof. Note that

—L,/2+2y; i 5
| dy(y = 3 [P ks 7)|
kerg()) “—Ly/2
—L,/2+2y Ly 4 ) )
> ¥ dy (= i) 1P0.nlk. 7))
keF) *—Ly/2

—L,/2+2y, .
20t Y |y gk )P

keF (1)) /2

=0 Per s O Pr ) (C32)

Combining this with the bound (F.1) in Appendix F.1, we get (C.30). |

A similar bound for (y%,, 0P ¢%),) in (C.28) can be obtained as
follows: In the same way as in the proof of Lemma C.4, we have

—Ly2/ +2y;

P, 0w < Y | dy(y = yo* W)k, )

keF(H) “—Ly)/2

2 2
</3§<,> UGN+ 1Vl IS, 1)

hw,

+aho L5, YD) + Vel WS, 171} (C.33)

w, n>
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Note that
H H,— &, nt &
_ To  p _ o TonT On g
%_@(w,n ” %a_@(w,n >

é
< +%_£w,n> -

é,
<min [ 14+—"22 )5
min +@@w _g)w >

m>N

— 50, > ?} 60 > j
éaO, > _gw,n AE ~

(C.34)

for the indices n < N. Here AE is the lower bound for the energy gap given
in (2.26). Clearly AE<min,_y{&, - —&, ,} which we have used for

w, n

getting the last inequality in (C.34). Using the bound (C.34), we have

AR bo. > : 2 <Im.& 0.5\’ C35
| l// H ~ AE ((Pw,nans(pw,n)\ me w, n AE ( . )

Similarly we obtain

2me<‘w 260, =
WS, YO “72232;’ (C.36)
and
2megw n
&, 17 < UE) (C.37)

Substituting these bounds into (C.33), we have

Lemma C.5.

2m,é,

4
W 0w <6 e () tor neN (C39)
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From the bound (C.28) and Lemmas C.4 and C.5, we have

Lemma C.6.

Z (+) >

‘<¢w,n9ns£m,n_% Qin px(pw,n
gme hw, &, - (glLy</B
ﬁAE {p \ O

In the same way, we have the following lemma:

4
> for n<N (C.39)

Lemma C.7.

7

2. ~ ,
‘<§0w,n= nsﬁ Qij)(px—i_hK) (pw,n>‘

<me how, &, - 4, Ly</3
ﬁAE ‘g \ O

Combining these Lemmas with (C.27), we obtain

4
> for n<N (C.40)

2hw, & - L, ({g\*
. <Ny e > >y L
[Eg,[ Ay 1n]l < E O . (5 (CA41)

C.2. Interacting Case

Next we estimate E, [ .#, ;,] of (C.24) in the interacting case U #0.
As a result we obtain the following proposition:

Proposition C.8. Suppose that ¥, e C*R?) and V,, satisfies the
bound (2.31) in Theorem 2.2. Then

L.\56 /[ \11/6 /7 \3
|Eo[ Ay 01| < Cin (/) </> <(‘;> for N> N (C.42)
B B

where N, is a positive number which is independent of the linear dimen-
sions L,, L, of the system, and %, is a positive constant which is independent
of the linear dimensions L, L, of the system.

The number N, is given explicitly in (F.16) in Appendix F.2. In the
rest of this appendix, we assume Ve C*(R?).
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Let A be a symmetric operator. Then one formally has
CDEY, AT = GEOT ABLYy = CADNY, [1— GO 4D

w, 0>
(N) (V)
A¢(N) H(u 0 Ew OA@(N)
@0 AE

— g (O LA THES, A1 080

(C.43)
for the ground state @'} of the Hamiltonian H('} of (5.2). Using the
techniques developed in refs. 27, 28 with this bound, we obtain the follow-
ing lemma:

Lemma C.9. The following bound is valid:

, 0°
i=1 j=1

N N
<q5(N) Y om [1-GM] Y ns,jcbgt’())><mehwc(€2N (C44)

with the positive constant

2

V

h /2
W, + ax »

@, = } (C.45)

24E [

Proof. We treat only the case with s=x because the other can be
treated in the same way. Note that

PRI

i=1

N Dy, i
:igl {|:7rx,i’ |:2me’ T[x,i]] + [nx,i’ [Vw(ri)s nx,i]]}

+Z [nx i [U(N)(rlsrz’ ) )9 x ]]]

i J

_ MheB)® fhz v.(r) (C.46)

e i=1

where we have used the identity [ U™(r,, r,.,..., Ty), X, 7, ,] =0 which is
due to the assumption that the potential U™ is a function of only the
relative coordmates r;=(x;—x;, y;,— y;). Combining this with (C.43), we
have the desired bound



Quantized Hall Conductance 431

N N
<¢;Ng, S r[1-GM] Y nx,,-dsz;?a>

i=1 Jj=1

N 0?
<AE[ +h2<¢gv()),a2 Vo(r )QDEoN())>}

N L@
<m L V| 1 (C.47)

We write
1—GM] X
poo - L1=00 1 ¢ o (C.48)
By

Lemma C.10. The following bound is valid:

2m?hw Né&
PN g2 PNy e g (14 20 Cc49
oo m Vo™ S <+AE> (€4

where & is a positive constant which is independent of the linear dimen-
sions L,, L, of the system, and the constant %, is given by (C.45).

Proof. Using an identity

HEUN()) N EEUN()) N
W[I*G( ’]—<1+EH(N)>[1G£,)] (C.50)
,0
we have

21 <¥,EON,s)’n)2€jY/EON,s)>
m A

e

1
< (PO )

1 ~ N [1_ (N)] N ~
<5 (29 3 m i Samn T m 00

i=1 ,0 j=1

o\.«

N 1—G@™ 2 N &™)
N Zaﬂs,z[E(N)_H(N)} Z: w0>

EW N
<— (14520 o™ 1—GW™ o) 51
NAE< + AE>< “"”,g Tl 1 =G ],Z Tand > (c30)
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Combining this, the bound (C.44) of Lemma C.9 and Lemma G.l in
Appendix G, we obtain the desired bound (C.49). ||

Proof of Proposition C.8. In terms of the vector ¥ of (C.48),
E,[ A4, ,] can be written as

1 N
Bol-tn] =5 ¥ ELCPEH 0P 4 HK) 95D

1

Y L 0 0] ()
i=1

e

Using the Schwarz inequality, we have

N, N
[P, Qi1 Pri o)

<€BLy \/< P9 o gy gV Q(+)¢)(N)> (C.53)

in, 7 , 0° in, i

In the same way as in the proof of Lemma C.4, we obtain

2m NE\/¢,
W QIS <=2 6 <1 AE>< 5B> (C>4)
and
/ 4
(DI, 0D < (GNP +, )<5> (C.55)

where we have used the bound (C.49) and Proposition F.2. Substituting
these bounds into (C.53), we get

KPS, Q4 P i P 30

m, 1

ho N& L\/(p\?
< 1+ —— |GG+ GNPy NP [ =2 )£ C.56
me/zma*( +AE> A%+ ) (/B><5> (C.56)

Similarly we have

[KCPER, O (e i+ HK) DUV

in, i

hw Né L ‘5 \?
< c —2/3 1/3 y B
<m, /2 <1 + > C,(C5+ C4N )N </ >< 3 > (C.57)
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Using these bounds for (C.52), we obtain

L, /(s\?
Bl 0]l < Cu 7 7 (2) (C58)
B
with the constant
2ho, (1 & B
C£n=\/ 1E <N+AE> %2(%34—(54]\7 2/3) (C59)

Consequently we obtain the desired bound (C.42) from N=vM with
M=L,L,eB/h. |

APPENDIX D. ESTIMATE OF E_[. %, ou]

In this appendix we estimate .Z, ,, of (5.33). It can be divided into
two parts as

%s,out:‘%(s,lz)ut"'%g?mt (D.1)
with
1 Xy [1-GM]
/AL N —— (D(N), - ® - p ) PW) D.2
s, out meN igl jgl w, 0 ns,] EEOIY()) . HEU]Y% out,znx,z w, 0 ( )
and
eB Y X [1-GM]
A (p(N)’ =@ - p p.p@d) D3
s, out meN igl jgl w, 0 T[S,] ES,Y())_HSY()) Ollt,lyl w, 0 ( )

D.1. Non-interacting Case

Consider first the non-interacting case, U® =0. Then .#(" . and

s, out
M) can be written as
1 P
MDY =— My P
s, out meN W (pw,n ns gw’n_% outnxgoco,n
1
= Z (wg,)n’ Poutnxgaw,n) (D4)
m,N ,Zy
and
eB .
%.(Y,zg)ut:m N Z ( Eu,)n’ Poutygﬂw,n) (DS)

e n<N
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in terms of the eigenvectors ¢, , of the single-electron Hamiltonian J,.
Here the vector &, is given by (C.29).
Since we have

L2

dy(y_ yk)4 |¢w, n(k’ h)|2

ke F(ly,) " —Ly/2

Ly/2
26 Y [ Ay 1.k 2

keF (I, " —L/2
= 54((pw,n> Pout(pw,n) (D6)
we obtain
p\*
((ﬂw,nspoutgow,n)<%l F fOI‘ HSN (D7)

in the same way as in the proof of Lemma C.4. Further we get

2m,é, e\
W Pt <oz (2] for ns<N (D)

Using the Schwarz inequality and the bound (D.§8), we have

1
|('~pw ns outnx(p(a,n” <Wl7 vV (lpg,)n’ Poutlpg,)n) an(PH
26 £5\
< w, n . ‘B D.
T V(%) (D9)

Therefore we obtain

] < 2(9@“\/ </B> (D.10)

for 4!}, of (D.4).

On the other hand we have

— |( g)n’ out VP o, n)| < y \/ wg)n’ Poutlrbg,)n)((pw,npout(pw,n)

horebo > o Ly </B> (D.11)
B

fAE g
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by using the Schwarz inequality, (D.7) and (D.8). Therefore we obtain

hao, & /
WS De0. > ¢ T < B> (D.12)
B

s, out < fAE (5

for .4/ 3),, of (D.5).

Consequently we get

|ﬂs,out| |%(1) |+|%§‘2)

s, out out

250 . /s heo 6, (o
< JE a D.13
< > - J24E B<(5> (D-13)

D.2. Interacting Case

In this case we have the following estimate for E [ .4, . ]:

Proposition D.1. Suppose that Ve C*R?) and V,, satisfies the
bound (2.31) in Theorem 2.2. Then

L 5/6 L 11/6 / 3
|Ew[ﬂs out]| < out </X> </y> <§> for N>Nmin (D14)
B B

where €,,, and N, are positive constants which are independent of the
linear dimensions L, L, of the system. The number N, is given explicitly
by (F.16) in Appendix F.2.

Proof. In terms of the vector ¥{"* of (C.48), we write .4 (') of
(D.2) as

1 N

Y (pno,p DN (D.15)

outz X, 1% w, 0
i=1

n
s, out m N

e

Using the Schwarz inequality, we evaluate the matrix element in the right-
hand side as

|< YlguN’ S)s Pout,inx, IQEOIY())>|
S Py PN (DN P 72 @) (D16)

outl x, i

In the same way as in Section C.2, we have

NE\/¢
PP po Py AE <1+AE><5B> (D.17)
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and

<@(N)P

outl X, i

/ 2
2 0N <heB(6,N*P +%,) (;) (D.18)

From these three bounds, we estimate .# ('),

2h 1 & /)2
La ), </;°2” <N+AE> @6, + CN 2/3)><N5/6<§> (D.19)

of (D.15) as

Similarly we can write .#?) . of (D.3) as

s, out

e _¢B % (PN p > (D.20)
" s, out m N = out, lyl .

e

in terms of the vector ¥ -9 of (C.48). Using the Schwarz inequality, we
evaluate the matrix element in the right-hand side as

|< quHN,s)’ Pout tyldjioN())>|

J< PN P s PN DI P DS

how, <1 &

/
6,6y + €, N ~2?) x N6 Ly (25 D.21
AE N+AE> (65 + 6, ) X < > ( )

/p \ 0

where we have used the bound (D.17) and the bound

, 0°

/ 4
(O P @D < (6N ) (2) (D.2)

The second bound can be derived in the same way as in Section C.2.
Substituting (D.21) into (D.20), we get

ho, (1 & L, ((z\°
| Zoue </2 AE<N+ AE) GG+ N 2/3)xN5/6/<§> (D.23)
“B

Combining this with (D.19), we obtain

|‘—%s,out| |'ﬂ(lout| + |%(2out|

2hw & L, /5 \?
< — | ¥ (¢ ( —2/3 1 5/6
/AE <N+AE> Gl + N )< +25>N <5>

(D.24)
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Consequently we have the desired bound (D.14) with N=vM and M =
L.L,eB/h. 1

APPENDIX E. ESTIMATE OF E[.7, cqge]

In this appendix, we estimate the random average E,[.# o4q.] Of
(5.34) which is the contribution near the edges of the system. It can be
written as

1
Yy -

s, edge meN ) < S, J w,/>

w, 0°

M=
M=

1 j=1 ¢+£0
1
<¢E¢§V)’ Pi(led e) nx,iégv)> (El)
By gy o i) T Fog
where
Iogge = U (L,/2—6+7/L,,L,)2+35+/L)) (E.2)

/el

As a result, we will obtain

0
|Ew['%s, edge]l <(geclgeLi (E3)

¥y
where %4, 15 @ positive constant which is independent of the linear dimen-
sions L,, L, of the system in both non-interacting and interacting cases.
From Lemma B.7, we have

1 ~

N N N N

o | <O 1 2D Sy (0L Pl m, 02)
, 0 w,

1
iy Ew |:<¢(N) ns,jCD(N}>

M w, 0° w, ) <¢(N) nx,i¢£u§%>:| (E4)
¢

B (T
for /#0, where M =eBL,L,/h. Combining this with (E.1), we obtain

|Ew['ﬂﬁr, edge:”

26 |Y X [1—-GM)]
< Z Z Ew|:<¢£uN)nns, j 2 nx,idjgoN)>:H (ES)
meL,N |2y /2 T EG —HOY "’
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E.1. Non-interacting Case

Consider first the non-interacting case, U® =0. Then (E.5) can be
evaluated as

P.
Z Ew |: <§0w,na nsmnx(pw,n>:| ‘

20 1
Z Ew |:\/((pco,na nf(pw,n)((ow,ns n,zvgoa),n):|

|Ew[’ﬂs, edge:” <
m

<
m,L,N =y AE
46 0
<—= — (E.6)
AE L,
where we have used the Schwarz inequality.
E.2. Interacting Case
Using the Schwarz inequality and Lemma C.9, we have
N N 1— G(N)]
(N) [ @ (N)
= Jj= , ,
N N
1 <¢$’]é, Z ns,i[l _GEON)] Z ns,j¢£z)1jf())>
<— i=1 j=1
AE N N
(@0, % mnl1-68 T 7,00
m=1 n=1
Nm h
<, (E7)
Substituting this into the right-hand side of (E.5), we obtain
2hw, o
|Ew[‘%s,edge]| < ( (ES)

e 9 ¢
AE L,

APPENDIX F. DECAY ESTIMATE OF WAVEFUNCTIONS

In this appendix, we obtain a decay estimate for the Fourier compo-
nent of a wavefunction for both non-interacting and interacting electrons
gases.
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F.1. Non-interacting Case

The aim of this subsection is to give a proof of the following proposi-
tion in the non-interacting case U® = 0:

Proposition F.1. Let ¢ be a wavefunction such that |, ¢| < co.

Then
(@, [7/(eB)]* @)
<% <th0 >2{(|%<ﬂ + Vol le)?+4hew (o, Ao,e)+ 1V, o)1}
¢ (F.1)
In order to see the physical meaning, we write
p(x, y) =L;”2%e”‘x¢(k, ) (F.2)

in terms of the Fourier transform. Clearly one has

L2
S =yt 1otk )2

k —Ly/2
2

</
B <ha)

with y,=hk/(eB). This implies that ¢(k, y) decays more rapidly than
|y — vl =% when |, 0| < 0.

Before giving the proof of Proposition F.1, we shall see a fairly trivial
decay estimate for a wavefunction. Let ¢ be a wavefunction. Then we
formally have

2
> {UAel + 1Vl @) + dho. [ (@, #,e) + 1V, l@l*1}
(F.3)

c

1

1
(0, (px—eBY)’> @) +=— (0. Pio)+ (0, V,0) = (0, #,p)  (F4)
2m, 2m,

Clearly we get

1

. (o (Px—eBy)? @) < (@, #o,0) + | Vs | loll? (F.5)

and

1
. (@ P39) < (@, #,0) + IV, ol (F.6)
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Combining the first inequality with the Fourier form (F.2), we get

2m,

L,/2
Zj dy(y — yi)? @k, y)|* < [(p, L)+ Vol l@l?]  (FE.7)

2p2
£ Y —L,2 e“B

where y, =hk/(eB). This implies that the Fourier component @(k, y)
decays more rapidly than the inverse square of the distance |y — y,| when
the wavefunction satisfies the condition |(¢, #,¢)| < co.

In order to obtain the stronger decay bound (F.3), we consider a
formal identity,

(o, #,[y—p./(eB)]* )

e’B?

1
2m, 2m
+ (@, Vo[ y—p./(eB)]* 9) (F.8)

Since the second term in the right-hand side can be written as

(0. [y—p:/(eB)1* @) +5— (@, p2[ vy — p./(eB)]? 9)

e

2

(@, p2[y—p/(eB)]? @)

2m

e

h
“L (9. Ly =pil(eB)] )
¢ (F.9)

(¢, pLy—p./(eB)]* p, @) —

2m

e

we have

e’B?

(¢, [y—p./(eB)]* @) +— (¢, p,Ly—p./(eB)]* p,p)

2m 2m,

e

ih
= (. ALy =pl(eB) p)+

(o, p,Ly—p./(eB)] @)

e

— (@, Vol y—p/(eB)1? @) (F.10)

In order to get a bound for the first term in the left-hand side, we estimate
the right-hand side as follows. The first term in the right-hand side of
(F.10) can be evaluated as

(@, Hol y— pe/(eB) T 0) < | #oll / (0, [y —pu/(eB)]* @) (F.11)

by using the Schwartz inequality. Similarly the second term in the right-
hand side of (F.10) can be evaluated as
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h h
m, m,

Ip, @l /(0. [y— pe/(eB)]* @)

2h
< plL@ op) +11Voll lel?1  (F.12)

where we have used (F.5), and (F.6). Finally we have

(@, Vol y=pu/(eB) P @) <1V, ol /(0. [y—po/(eB)]* @) (F.13)

for the third term in the right-hand side of (F.10). From these three
bounds, we formally obtain

2np2

(¢, [y—p./(eB)]* @)

2m,

<1, + Vol 191) /(9. [y — pc/(eB)1* 9)

2h
+ogllo. Aop) + 1V, lel?] (F.14)

where we have used the fact that the second term in the left-hand side of
(F.10) is non-negative. From this (F.14), one can easily obtain

V(@ [y—p./(eB)]* p)
me
€2B2

< (Il + Vol llel)

+

m, 5
25 VUl + Vo o2 +4ho (¢, #,0) + [ V.| 0]%]

2m,
e*B?

< U+ Vol I91)? +4ho L@, #e)+ Vol 9]2]

(F.15)

Thus we have obtained the desired bound (F.l1) which is justified for ¢
satisfying ||, ¢| < 0.

F.2. Interacting Case

Next we consider the interacting case. Our goal of this subsection is to
give a proof of Proposition F.2 below which is an extension of the decay
bound (F.1) to the interacting electrons gas. We write

32

2 -
= = (F+ V.0 (F.16)

min — h

c
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where & is an upper bound for the ground state energy per electron E EUN o/N
of the Hamiltonian H(") of (5.2). The constant & is independent of the
linear dimensions L,, L, of the system as we show in Lemma G.I in
Appendix G.

Proposition F.2. Let &) be the ground state eigenvector of the
Hamiltonian ') with norm one. Then

1 4
<> (r2 oM, 2% o)

eB ®,0° "x, jT w0
<lYCGNP+%,) for N>Np (F.17)

where the constants %; and %, are independent of the linear dimensions L,
L, of the system.

Consider an identity

Ny 2 N N
EQKT, ;200 PLToY

w, 0°
=3 ;P00 HOW L0
=(n% U HYYP PO + (e , 000 (HYy — HOY) e 0070
(F.18)
where
o .
HE =5 (n 4 13 )+ V() + U (F.19)
with

uw j)(l'j; | TR CYIRIS SRS PR F I PR ry) = Z U(z)(xj—xf, Yi— ve) (F20)
=y

Clearly the first term in the right-hand side of (F.18) is written as

2 N N, ) 5 (N
(m3 @00, HY @00
1

1
_ 2 N 2 N N 2 2 N
_2m <nx,jd3£o,())’ nx,j¢£o,())>+2m <¢Eo,())9nx,jpy,j¢£o,())>

+{nk N V(1) @S + (D), 7wl UMD (F.21)

w, 0° w, 0°

Note that

nl P ;=T Do Ny —hPe* B> —iheB(n, ;p, ;+ P, 7. ;) (F.22)
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and

) . ih 0 .0 .
2 N, _ N, N, N,
ﬂx,jU( ])—ﬂx,jU( j)ﬂx,j—2<7lx,jax- U( j)+a U( j)ﬂx,j>
J J

h? 02 )
_ U WDp
oW ]2 U (F.23)

Here we have used the commutation relation [ p,, ;, 7, ;] = iheB for getting
the first relation. Since the left-hand side of (F.21) is real from (F.18), we
have

(22 M) HE DI > ! (n2 W) 72 ¢<N)>7h29232
P00 Moo Po0, 2 1P w00 Ty, jPawo
x, j o . . 2me x, j o o x, j 7 o 2me
h2< 2
- — QjEON()) — UM DNpWN)
, 02 2 @, 0
2 0x;

— IV, /<r2 ,0X), 72 @)y (F24)

J

Here we have used the Schwarz inequality for evaluating the third term in
the right-hand side of (F.21). Substituting this bound (F.24) into (F.18), we
obtain

N N—-1 2 N N
(BQYy~ B 2 24, )

w, 0° w,
1 h?e*B?
_ 2 N) -2 wNy)y 7 - 7
2 2me <7Zx,j¢w,0’ nx,j¢w,0> Zme
h2< 0? .
_ q’)g\'()) — UM DpWN)
, 02 2 , 0
2 0x;

— 1Vl /<2, 0, 72 D)

1 h2 232 hz
> om0 00 — TSR (B0, UMl
— Vol /<n2 , @03, 2 o) (F.25)

where we have used the assumption (2.11) about U® and

(a1 Piros (HGy—H) 7

()
w, 0° j¢w,0>

X,

>ENe W n, @M n, DL (F.26)

w, 0°
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Further the inequality thus obtained is rewritten as

(r2 @M, 72 DN —2m, |V, | /<2 oM}, 72 oD}y

w, 0

4m2EXN)
<h?*e*B>+2m, h*a + max{0, EN) — EXN oV} XET“”O
<h?e*B* +2m, h*a + max{0, EN) — EX 5V} x4m28  (F.27)

by using Lemma G.1 in Appendix G. The energy difference EY) — E(No Y
is evaluated as follows:

Lemma F.3. Let n be an integer such that

n+i>N3 (F.28)

min

Then

1
EM—EN:Y <ho, <n +2>+2<5’5 + % (F.29)

N
J2n+1
where %5 and % are positive constant which are independent of the linear
dimensions L,, L, of the system and of the number N of the electrons.

The proof is given in Appendix H.

Proof of Proposition F.2. From (F.27), we have

(T3 P00 M P

w,0° *x,

<4m? |V, | + 4he* B + 8m h*oU + max {0, EQY) — EX D} x 16m28

(F.30)
From the bound (F.29), we have
ENy—EWN TV <hw (6sN?P + %) (F.31)
by choosing n as
N*P+1=2n+3i>N>P=NZ (F.32)

Substituting (F.31) into the above (F.30), we obtain the desired bound
(F.17) in Proposition F.2. |
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APPENDIX G. ESTIMATES OF THE GROUND STATE ENERGY
E!Y) AND THE GROUND STATE
EXPECTATION OF U™

The aim of this appendix is to estimate the ground state energy E)
of the Hamiltonian HY) of (5.2) and the expectation value of U™ w1th
respect to the ground state @“" ). The results are summarized as follows:

Lemma G.1. Let &) be the ground state eigenvector of the
Hamiltonian H(Y) with the energy eigenvalue E(). Then the following

two bounds are valid:

EM  (v41)? eB(v+1) _
0 <CE D ot 7, I+ P U 4 e001<7 (G
and
B 1
SO UL <217, + PEEL e a0 <a (G2)

Here & and % are positive constants which are independent of the linear
dimensions L,, L, of the system, and &;(v) is a small real number which
tends to zero as L,, L,— +oo. The norm | --- |, is defined as

7= ] 1Ce, )l dxdy (G3)

for a function f on S.

We begin with the following lemma:
Lemma G.2. The following two bounds are valid:

N
EMISN

1
(“; E oo ANVl +<2V, UMDy (G4)

and

(DM, UMDY KON [V, || + <D, UMD (G.5)
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where the vector @§") is the N electrons ground state eigenvector of the
non-interacting Hamiltonian

1

—[(px ;—eBy;))* + p3 ;] (G.6)

=
4 2m,

1 J

I M=
I M=

J 1

with the periodic boundary conditions.

Proof. By definition, we have
EQN =< @00, HOR PO

<O, HNM o>
N
<Y LD, HDY + N |V, + <G, UMDy (G.T)
j=1

Therefore the first bound (G.4) follows from

(v+1)?

ho, (GS8)

c

N ; 1
Y (DN, ADMY =Y <n(+2> ho, <M
j=1 ¢

where the second sum runs over all the states Z in the Fermi sea. Further,
by combining (G.7) with

N N
2 AP, PGS < Y (P, DG (G.9)

j=1 j=1
we get the second bound (G.5). |

Owing to this lemma, it is sufficient to estimate the expectation
(DM, UNM@M . For this purpose, we use the following lemma:

Lemma G.3. Let qﬁzk be the eigenvectors (3.17) of the single elec-
tron Hamiltonian # of (3.1) with the periodic boundary conditions (3.9).
Then

eB
Z L dx;dy; U(Z)(xi_xj9 Yi— i) |¢5,k(xia J’i)|2:7 [ HU(Z)Hl +8(1n)]
k (G.10)

for any (x;, ;) € R% Here the sum is over all the wavenumbers & for a fixed
Landau index n, and the small real number &{" tends to zero uniformly in
the Landau index n as L, L, — + .
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Proof. Consider the function

PalX, ¥) =2 | i, 1)1 (G.11)

k

From the definition (3.17) of the vector qﬁi «» the function p,, is periodic in
both x and y directions as

PulX, ¥)=pu(X+4x, y)=p,(x, y+4y) (G.12)
where
h 1 h 1
Ax=—— and Ay=—— (G.13)
eBL, eBL,

From this periodicity and the periodicity (2.10) of the two-body interaction
U™, we can assume |x;| < 4x/2, |y;| <4y/2. The integral of p, on the unit
cell 4,,,, becomes

1

dxdyp,(x, y)=— G.14
ps Y pu(X, ¥) ” ( )
where
A/,m::[x/ax/+l]X[ymﬂym+l] (GIS)
with
L,
x/=—7+((—1)Ax for /=1,2,.,. M (G.16)
and
Ly
ym=—7+(m—1)Ay for m=1,2,.. M (G.17)

Since the function U® is continuous by the assumption, there exists a
point (¢~™, n>™)e 4,,,, such that

dx; dy; U(z)(xi*xja YVi— J’j) Pu(Xis Vi)

.m

4,

= U(2)(ff’m_xja’7f’m_yj)J dx; dy; p(x;, y;)

A(, m

U=, = )

= 7 (G.18)
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Using (G.18) and the definitions of Ax, Ay, we get
Y | dvidy, UPe—x,. 3= 1) 197 sy
k

:J‘dei dy, U(z)(x,'_xja yi_yj) pn(xia yl)

eB
== L U —x o= yy) Ax Ay
‘,m

eB
= > URHEN™ —2xj, "™ — y)) Ax Ay
SETE R <R
eB Q) £, m tom
+— > UPNEA™—x;n" " —y;) Ax Ay (G.19)
SE LG

with a large positive number R'. Since U® is continuous, the first term in
the last line converges to

eB f
h J/ervGr<r

as L,, L,— +oo. The second term is vanishing uniformly in n, L,, L, as
R — + 00 from the assumption (2.12) about U®. Thus the statement of

the lemma is proved. |

dx; dy; U(z)(xi*xja yi*yj) (G.20)

Proof of Lemma G.1. Note that
(DM, UMDNy
=3 Y [y, [ dxdy L9, (1)1 95 ulx)]*

m, k,n, k'

XU(Z)(rij) Z,k(ri) rlz),k'(rj)

—1 % [dxdy, [ dxdy[g5, (r)]* [9F u(x)]*

2
m, k,n, k'

XU(Z)(rij) ik’(ri) Z,k(rj)

< Y [dxdy, [dx,dy, UDr,) 198 ()P 198 01 (G21)

m, k,n, k'

where we have written r; = (x;,— x;, y,— y;) for simplicity.
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On the other hand we have

eB(v+1)

n Ll Ul +a()] (G22)

Y [ dx,dy, UD(ry) |95, (r)P<
m, k

from Lemma G.3. Here ¢,(v) is a small real number which tends to zero as
L., L,— +oo. Substituting this inequality into the right-hand side of
(G.21), we get

eB(v+1)
h

(DG, UMDF) SN{ LIU®], +81(V)]} (G.23)

Combining this with Lemma G.2, we obtain the bounds in Lemma G.1. |

APPENDIX H. ESTIMATE OF E(M)—EN;™M

In this appendix, we prove Lemma F.3. For this purpose we consider

n(HL))
ENy<— (H.1)
0 (1)
where
Z DN iy () PN D (H2)
k
with
oM S =Asym[ DNV Q¢ ] (H.3)

Here Asym[ ---] is the antisymmetrization of a wavefunction, whose
definition is given in (C.3), @¥5" is the N—1 electrons ground state
eigenvector of the Hamiltonian H Vo'V with norm one, and ¢} , are the
normalized eigenvectors (3.17) of the single electron Hamiltonian # of
(3.1) with the periodic boundary conditions (3.9). We introduce an
orthogonal decomposition of the vector as @5 " as

RS SV 2 (H4)
with
N—1
oMo =1] [1-P"P1olsY (H.5)

Jj=1
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where P™* is the orthogonal projection onto the vector ¢ .. Then
Asym[ PN ®¢% 1 is identically zero because the vector dﬁ(N D s
expanded as

¢$J‘)={§Z} agey Asym[¢2 @ 9L ® - ®@¢E ] (H.6)

in terms of the vectors {¢) ,}. Here we denote by ¢ the pair of a Landau
index n and a wavenumber £k, ie., ;= (n;, k;). From this observation, we
have

E

’7(1)—* %, @EON()H k)> o N(n k)>

< \

LY Asym[ 005 D @¢T 1 Asym[OL; V@ 4F 1>
k

Z Asym[ l‘y(lN(; }c)) ® ¢5,k]s Asym[ gl(1N(; }c)) ® ¢5k]>
k

< \

Z PRI Z P8GR I (H.7)
k

k

< \

Lemma H.1. The following bound is valid:
2/3

1 N2
*MZHY’SV(;,}Q)HZ Y (H.8)
k

with the positive constant N, is given by (F.16).

Proof. By definition, we have

150 2= X lage, I? ) (pers P9 ) (H.9)
{&} &ef{s, & Sy}
Clearly,
1
— Z 1P 217 = ” > lagey ? > (¢er, P™¢e)  (H.10)

{&} &e{s & dyot}

where P =3, P™% ie. the orthogonal projection onto the Landau level
with the index n.
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On the other hand we have, for the ground state energy E{Vg ",

EEDJY(TI) 1 (N 1) (N—1) H(N—1)
N—l 7<¢ Ha),O ¢m,0 >
1 N—1
=7 L (PUP A0
j=1
Z COWTD, V(r) DGy
+ﬁ<¢£ﬁ?a”, UNThe s
1 N—1
> L (O PP Ay |V,
Jj=1
1

1 N—1
L <n+2> Y (WD, POONy |V, |
j=1

1 1 ,
=1 ho, <n +2> {;} lage |
"]
X > (Per, P™er) = |V | (H.I11)

&e{l), & Eyoi}

Combining this with the above (H.10), we get

iZH‘P“V‘” I <<V H+E(N 1)> : (H.12)
M2 PR S he N—1/)n+1)2 '

Using the bound (G.1) in Lemma G.1 in the preceding appendix and N,
of (F.16), we obtain the desired bound (H.8). |1

From (H.7) and (H.8), we have

Corollary H.2.

n(y=%1 for n+i=NZ}

min

(H.13)

Next consider the numerator of the right-hand side of (H.1),

1
MHGY =2 X (B, s HEGOL, 1) (H.14)
k

w, 0
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By definition, we have
P iy HOG PO 1y
={Asym[ @5V ®¢,, (1. HO ) Asym[ @05V @6, 1)
={Asym[ @75V ® ¢, 1, Asym[ H 000 V@4, 1)
:EEL,N(;U H(D(N()n k) 12 +ho, (n+ ) H(D(N(n k) &
+{Asym[ @V ® ¢, 1, Asym[ DG V@ V0, 1 1)
+Asym[ @7V ® ¢y 1, Asym[ UM oD@ ¢y 1> (H15)
where the operator U®™-"") is defined as
(U(N’ j)ég)IY(;l)@qsik)(rla | PP l-jfls rj+15'--s Iy, rj)

= Z U(Z)(xi_xja J’i_J’j)
i*Jj

X Qg(;l)(rla | TIPS ST PN IS PR ry) rP;,k(rj) (H.16)

Substituting this into the right-hand side of (H.14), we obtain
1
nHEY =] B +ho (03 ) [
+* Z CAsym[ @5 V@ ¢ (1, Asym[ @05 V@ Vi 1D

+* Z<Asym[<l’“V D®¢y i1, Asym[ UM IV @¢r 1)
(H.17)

The first sum in the right-hand side is written as
M Z <ASym[¢2§YJ”®¢ik], Asym[@ﬁfg”@ Vw¢ik]>
k

1
= §<Asym[ V) ® b ], Asym[ PG D@ Vo, 1> (HI8)

where

V)= H [1— POV, ] 005" (H.19)
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Here P**(V,,) is the orthogonal projection onto the vector V,,¢F .. Using
the Schwarz inequality, we have

1
7 L CAsym{ 20TV @47 . Asym[ @05 @ V(1
k
1
<y YIPEERITPEGR IV il
k
1
<y YANPTTVI IVl =1V, (H.20)
k
The second sum in the right-hand side of (H.17) is written as
1
i §<Asym[¢£§,“5”®¢ik], Asym[ UM 0¥V @4, 1)
1
=37 L CAsYymL#EL R @451, Asym[ U™ WG D @y 1D
k

1
+47 2 CAsym[ PNLR®n 1, Asym[ UMW D @47 1)
k (H.21)

by using the decomposition (H.4). This second sum in the right-hand side
is evaluated as follows:

Lemma H.3. The following bound is valid:

1
Vi Z (Asym[ yl(ll,v(;,}c)) ®¢5,k]> Asym[ U(N’W)gl(zz,v(;,}c)) ®¢;1:k:|>
k

SN2 e+ a/m) [UD], [UD], x

N-1
e — (H.22)
2n+1
where a is the positive constant given in the assumption (2.11) on the inter-
action U®, and &, is a positive number which tends to zero as L,

L,— +o00. The norm | --- || is given by
1flleo :=sup [ f(x, y)l (H.23)
(x,y)esS

for a continuous function f on S.
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Proof. The interaction potential U® is written as

U(z)(xj*x/a J’j*J’z’)
_ 1 Z 0(2)(kx, ky) eikxxj+ikyye—ikxxf—ikyy{ (H24)

VLL, %,

in terms of the Fourier transform of U®. Clearly,

N i)y -
UMD e 1T s Ty)

= U(Z)(xj—x/, Yi—Ye)
£H#j
__ 1 Y Uk, k,) e+ #2 Y o=k =ik (H.25)

x> My
«/LxLx ks Ky ’#J

Using this expression, we have

1
27 2 CAsym[ P @ i, Asym[ UM WD @0 1)
k

L DMk
ka,ky,k VLxL,

X <Asym[ ql(lj,v(;, }c)) ® ¢;I1,,k]’ Asym[ iI(Z{\,(;, }c))(kx’ ky) ® 5’1:’ k(kxa ky)] >

(H.26)
where
= { n [1 _f);n, k)(kxky)]} Z e—ik,x/—ikyy/yj(zl’v(;’}{)) (H.27)
£#J CH#j
and
by ik, k) =™+ Horg? (H.28)

Here P""(k,, k,) is the projection onto the vector ¢F (k.. k,). Applying

x> Ny x> Ny

the Schwarz inequality to the right-hand side of (H.26), we have
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Y CAsym[ PG R @08 1, Asym[ U NTD @ ¢F

e

<[ Y (k2+k2+a)? | Uk, k) ZHS”SN(n}c)) }

koo k,
\r X e &Pk k)1
L.L, - k(k2+k2+oc 20K Ky
1
<42 [UP], [UP] o x < o > Z 15 17
(H.29)
where we have used the following three bounds:
1P s ) I1P < (N =1)2 [P D117 (H.30)
az 62 2
Y, (ki+k:+a)? | U@k, k,)|? =dejdyj <6 2+az+oc> U(r;,)
ke k,
<4a? [ dx; dy; |UP(x,)|?
<4a? [UP|{ [UP| o (H.31)
and
1 1 1
H.32
L.L, kzk ko) dma 2 (H32)

Clearly ¢}, defined by the above equation is a real number which tends to
zero as L,, L,— +oo. The bound (H.31) is easily derived from the
assumption (2.11) about U®. Combining (H.29) with (H.8), we get the
desired bound (H.22). ||

The first sum in the right-hand side of (H.21) is evaluated as follows:

Lemma H.4. The following bound is valid:

1
7 2 CAsYymEPEC 0 © 1 Asym[ U WiTC 0 © 1D
k

4ve

U® M L 4N2B | U@
LU+ T+ 4N Uy

(H.33)

where ¢{" is a positive number which tends to zero as L,, L, — o0.
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Proof. Note that
1
27 2 CAsYymLPC R © ¢ 1, Asym[ U WL @67, 1D
&

N—1
=—— 2 | dv™ [Pty )2
M = J L, (n, k)
XUP(Xy_1— Xy, VN_1— V) |¢5,k(rN)|2
N—-1
— = X [T T 1)1 TOR )]
k

X U(Z)(XN—I — XN VN1~ Iw)

X q/(IN(; }c))(l'l,---, Ty_2,Tn_1) (/5,},),1((1'1\') (H.34)

Here dv'™) =dx, dy, dx,dy,---dxydyy. Since the absolute value of the
second term in the right-hand side of (H.34) is bounded by the first term
by using the Schwarz inequality, we have an inequality

1
BV z {Asym[ Sy(lj,v(;,}c)) ®¢5,k]; Asym[ U(N"A.)Ylg{\?;,}c))®¢,1:k]>
3

2(N—1) B
= M Z J dv(N) |¥I(1],v(n, }c))(rl ER l‘N71)|2
k
XUP(Xy_1— Xy, YN_1— VN) |¢rIt,,k(rN)|2 (H.35)
Note that

[P N (s Ty )]
S2LUPG G V(X Ty )P+ [P (X Ty 1) 2] (HL36)
which is easily obtained by using the decomposition @5 " =¥ ) +

WY, 1) Substituting this inequality into the right-hand side of (H.35), we
get

1
BV Z {Asym[ yj(lN(; }c)) ® ‘/J’,P;k]a Asym[ uw )l‘”(ll,v(;, }c)) ® ¢ik] >
k

4N-1)

T X [ A 100 Ve et )

k

XUP(Xy_ =Xy, VN_1— V) |¢5,k(rN)|2

X
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4N—-1) _
e ; Ja’v‘m |5 (e ¥y )P
XUP(Xy_1— Xy, VN_1— V) |¢ik(rN)|2
4N-1)

M

~

S [ Q0 )
k

X U(Z)(XN—I — XN, YN—1—IN) |¢5,k(rN)|2

1
+4N=1) U] I7A P |I? (H.37)
Combining this with (H.8) and Lemma G.3, we obtain the desired result
(H.33). 1
Proof of Lemma F.3. Combining (H.21), (H.22), (H.33), we have

1
31 CAmLOUT Y @2, Aym[ U 00TV ©42,40))

4N!B |U(2)w} N—-1

<Nﬂfn{\/(82+d/ﬂ) U@y, U2, +—=
2n+1 \/m
4

veB
+— [l U@ 46”1 (H.38)
Combining this, (H.17) and (H.20), we obtain

1
nHEY < | £ o (3| )+ 17,

4veB
+— TP, +&P1+ %5

g (H.39)

Ni_l
/2n—1
where @’ is a positive constant. Substituting this into the right-hand of
(H.1), we get

1
EQe—Eyly ¥ <ho, <n+2> +2 |Vl

8veB N—1
+T [NUP|; +e"]+26s—— (H.40)

J2n+1

for n+1/2>N?%3  where we have used (H.13). ||

min >
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